MILITARY ROBOTS: ETHICS OF LETHAL AUTONOMOUS WEAPON
SYSTEMS

A THESIS SUBMITTED TO
THE GRADUATE SCHOOL OF SOCIAL SCIENCES
OF
MIDDLE EAST TECHNICAL UNIVERSITY

BY

SALIH GULMEZ

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR
THE DEGREE OF MASTER OF ARTS
IN
THE DEPARTMENT OF PHILOSOPHY

OCTOBER 2023






Approval of the thesis:

MILITARY ROBOTS: ETHICS OF LETHAL AUTONOMOUS WEAPON
SYSTEMS

submitted by SALIH GULMEZ in partial fulfillment of the requirements for the
degree of Master of Arts in Philosophy, the Graduate School of Social Sciences
of Middle East Technical University by,

Prof. Dr. Sadettin KIRAZCI
Dean
Graduate School of Social Sciences

Assoc. Prof. Dr. Aret KARADEMIR
Head of Department
Department of Philosophy

Assoc. Prof. Dr. Baris PARKAN
Supervisor
Department of Philosophy

Examining Committee Members:

Assoc. Prof. Dr. Aziz F. ZAMBAK (Head of the Examining Committee)
Middle East Technical University
Department of Philosophy

Assoc. Prof. Dr. Barts PARKAN (Supervisor)
Middle East Technical University
Department of Philosophy

Assoc. Prof. Dr. Sibel KIBAR KAVUS
Kastamonu University
Department of Philosophy







I hereby declare that all information in this document has been obtained and
presented in accordance with academic rules and ethical conduct. I also declare
that, as required by these rules and conduct, I have fully cited and referenced all
material and results that are not original to this work.

Name, Last Name: Salih GULMEZ

Signature:



ABSTRACT

MILITARY ROBOTS: ETHICS OF LETHAL AUTONOMOUS WEAPON
SYSTEMS

GULMEZ, Salih
M.A., The Department of Philosophy
Supervisor: Assoc. Prof. Dr. Barigs PARKAN

October 2023, 85 pages

In this thesis, the ethical impacts of Lethal Autonomous Weapon Systems (LAWS)
have been investigated. The main focus of the thesis is the question of whether LAWS
lead to a responsibility gap. The responsibility gap argument posits that no one bears
responsibility for the actions of LAWS, resulting in a gap in responsibility
assignments. However, [ introduce the concept of vicarious responsibility,
demonstrating that designers of LAWS can be held morally responsible for their
design due to their moral entanglement. The central argument of the thesis posits that
it is possible to attribute moral responsibility, albeit in a vicarious sense, to the

designers of LAWS, thereby bridging the responsibility gap.

Keywords: Moral Responsibility, LAWS, Ethics of Al
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ASKERI ROBOTLAR: OLUMCUL OTONOM SiLAH SiSTEMLERININ ETiGi

GULMEZ, Salih
Yiiksek Lisans, Felsefe Boliimii

Tez Yoneticisi: Dog. Dr. Baris PARKAN

Ekim 2023, 85 sayfa

Bu tezde, Oliimciil Otonom Silah Sistemlerinin (OSS) etik etkileri arastirilmistir.
Tezin ana odak noktasi, OSS’lerin bir sorumluluk bosluguna yol acip acmadigi
sorusudur. Sorumluluk boslugu argiimani, OSS’lerin eylemleri i¢in hi¢ kimsenin
sorumlu tutulamayacagini ve bu nedenle sorumluluk atamalarinda bir bosluk
olusacagini iddia eder. Ancak, bu ¢alismada, tasarimcilar ve tasarimlari arasinda 6zel
bir ahlaki baglant1 oldugunu sdyleyen vekaleten sorumluluk kavrami ortaya atilmis ve
tasarimcilarin OSS’lerin eylemleri i¢in sorumlu tutulabilecegi 6ne siiriilmiistiir. Sonug

olarak, tezin ana argiimani sorumluluk boslugunun ortadan kalkacagini iddia eder.

Anahtar Kelimeler: Ahlaki Sorumluluk, OSS, YZ Etigi
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CHAPTER 1

INTRODUCTION

The term “Artificial Intelligence” was coined in 1956 during a renowned workshop at
Dartmouth College. Half a century later, in 2006, the fiftieth-anniversary event of the
historic workshop was also held at Dartmouth College. Both workshops, the original
and its commemoration, shared a common feature. Apart from the apparent
commonality between the workshops, i.e., artificial intelligence (Al), another less
prominent feature of both workshops is that both were sponsored by the Defense

Advanced Research Projects Agency (DARPA) (Bringsjord & Govindarajulu, 2022).

DARPA is a governmental agency in the United States with a primary focus on
research and development of defense technologies. On its official website, DARPA
outlines its mission as “to make pivotal investments in breakthrough technologies for
national security” (DARPA, n.d.). Although DARPA is not a military agency per se,
its sponsorship of both workshops on artificial intelligence suggests a clear interest in

the potential of artificial intelligence for military applications.

Lethal Autonomous Weapon Systems (LAWS) have attracted significant attention in
ethical discussions about military uses of Al. However, one should distinguish LAWS
from remotely operated drones, which are already extensively used in modern warfare.
Unmanned aerial vehicles like drones are not considered lethal autonomous weapon
systems, although they may share similar technological characteristics. The function
of the drones is “to navigate, but not select and engage targets, autonomously” (Lele,
2017, p. 59, emphasis added). Drones rely on human operators to undertake lethal
actions. Remotely operated systems, such as drones, are called human-in-the-loop
systems because human operators play an essential role, particularly in lethal

decisions. In contrast, LAWS removes the need for “human judgment in the initiation



of lethal force” (Asaro, 2012, p.693). Thus, LAWS differ from unmanned aerial
vehicles in their ability to operate without direct human control behind their actions.
Drones have already increased the physical distance between humans and military
operations on the battlefield by enabling human operators to control these systems
remotely. LAWS are expected to increase this distance further. Once deployed, the
actions of LAWS will no longer depend on a human operator’s direct control or
supervision. Unlike existing systems, which can perform some functions through
remote control, artificial intelligence allows LAWS to have the capability to adapt to

their environment, learn from it, and detect targets without human intervention.

On the other hand, these capabilities come with drawbacks. Al, particularly machine
learning (ML), differs from traditional programming techniques. In traditional
programming, the input is processed using a fixed algorithm defined by the
programmer. Thus, it is known by the programmer which input results in which output.
In contrast, systems equipped with machine learning are provided with a vast amount
of data, and the system generates its algorithm from the training data (Alpaydin, 2016).
Because the system generates the algorithm, the programmer may not know the exact
procedure by which it processes input to output. This lack of transparency means that
predicting the system’s output in unforeseen situations becomes difficult due to the

inherent complexity of machine learning systems.

This feature of new systems equipped with machine learning, i.e., unpredictable
behavior, is conceived as a fundamental problem when LAWS are deployed in
warfare. Thus, the activists, NGOs, and academics call for an international ban on
LAWS. They argue that the deployment of LAWS is both unethical and unlawful.
Three significant problems surrounding the deployment of LAWS have attracted
attention: the principle of discrimination, the principle of proportionality, and the gap
in responsibility (Asaro, 2012; Bartneck et al., 2021). Thus, in this thesis, I will analyze
the ethical problems pertaining to the use of LAWS. After the preliminary
considerations concerning the compliance of LAWS to the principles of jus in bello
and THL, special attention will be given to the problem of responsibility within the
context of LAWS. Moral responsibility is an important factor because if the machine
will make life-and-death decisions, then it becomes important who bears responsibility

for the consequences of these decisions. To discuss these issues, in what follows, I will

2



present the structure of the thesis. In Chapter 2, I analyze the various definitions and
frameworks used to comprehend the concept of autonomy in LAWS. This analysis
includes the often-cited definitions of LAWS provided by the US Department of
Defense (DoD) and the International Committee of the Red Cross (ICRC). In addition
to these definitions, the chapter explores the widely-used loop framework, which
categorizes autonomous weapon systems based on the level of human involvement,
such as human-in-the-loop, human-on-the-loop, and human-out-of-the-loop. The
thesis specifically focuses on human-out-of-the-loop systems, where the decision-
making procedure is fully delegated to the system’s algorithm. Furthermore, the
chapter delves into the programming foundations of autonomy in machines. For this
purpose, a comparison between rule-based programming and machine learning has
been given. Ultimately, Chapter 2 aims to provide a clear and comprehensive
understanding of LAWS, which serves as a beneficial foundation for understanding

the ethical issues in subsequent chapters.

Chapter 3 of the thesis focuses on the ethical concerns related to LAWS, particularly
their compliance with International Humanitarian Law (IHL). One should distinguish
between two ways of understanding “ethics of LAWS”: one that concerns the ideas
under the field of machine ethics, and the other concerns ethical discussions on the use
of LAWS. The former is the study of implementing ethical decision-making into
robots by creating artificial moral agency. The latter refers to the ideas on the ethical
use of LAWS by investigating whether LAWS would comply with the ethics and laws
of war. Although I will briefly discuss the former, as it will appear, the present thesis
mainly pertains to the latter sense of ethics of LAWS, i.e., the investigation of the

ethical questions surrounding the use of LAWS in warfare.

Keeping the above distinction in mind, Chapter 3 of the thesis proceeds as follows: I
will first briefly describe just war theory. Particular attention is given to the ethical
issues surrounding LAWS’ compliance with two pivotal principles of IHL and just

war theory: the principle of proportionality and the principle of distinction.

Chapter 4 focuses on the problem of moral responsibility assignment in unethical
conduct of LAWS. The chapter starts with a general overview of moral responsibility.

Then, I analyze the ethical problem known as the “responsibility gap” that emerges in



situations where there is an ethically significant conduct of LAWS; however, no one
is morally responsible for this conduct. The gap in responsibility occurs because no
individual in the design, development, and deployment stages of LAWS has direct
control over the actions of LAWS. After analyzing the responsibility gap argument, |
propose that there is a sense of moral responsibility that allows the possibility of
holding designers responsible. This sense of moral responsibility is known as vicarious
responsibility, where one agent is responsible for the actions of another because of the
morally relevant connection the two have. Vicarious responsibility is notoriously
unclear because it aims to justify a moral connection that the traditional understandings
of moral responsibility could not easily explain. To overcome the uncertainty and
obscurity about this notion of moral responsibility, I use a modified version of the
formal definition given by Glavanicova & Pascucci (2022). The formal analysis, I

believe, helps to mitigate the obscurity inherent in vicarious responsibility.

Consequently, in this thesis, I argue that the responsibility gap problem can be
overcome. Vicarious responsibility allows an analysis of how we can hold the
designers morally responsible for the moral harm caused by the system they create.
After arguing for this view, I also elaborate on why the argument that designers should
be held responsible could be of use to other proposed solutions for the responsibility
gap. These alternatives propose that responsibility rests with the collective as a group
agent or should be distributed among individuals participating in the design,
development, and deployment phases of LAWS. In conclusion, I argue that designers’
vicarious responsibility also serves as a moral justification for the aforementioned

alternative solutions: collective and distributed responsibility.



CHAPTER 2

WHAT IS LETHAL AUTONOMOUS WEAPON SYSTEMS (LAWS)?

There have been several attempts to highlight the importance of a clear and agreed-
upon definition of LAWS (e.g., Crootof, 2015; Taddeo & Blanchard, 2022b).
However, despite these efforts, the debate surrounding the definition of LAWS
continues to occupy a significant portion of the literature. It should be noted that while
there are similarities in the definitions proposed, there are also differences that
complicate the discourse on LAWS. This lack of consensus is an essential factor that
hinders the ability to draw conclusions regarding the ethical and legal implications of

the LAWS.

As amatter of fact, there is as yet no uniformity on how to name these weapon systems.
Future of Life Institute, for example, calls these systems “slaughterbots” (n.d.).

99 ¢¢

Various terms such as “lethal autonomous weapon systems,” “autonomous weapon
systems,” “lethal autonomous robots,” “killer robots,” and “fully autonomous weapon
systems” are also employed to describe weapon systems with different levels of
autonomy (Vilmer, 2015). This diversity in nomenclature further adds to the confusion

surrounding LAWS.

In its 2012 Directive (updated in 2023), the US Department of Defense (DoD)
describes an autonomous weapon system as “a weapon system that, once activated,
can select and engage targets without further intervention by an operator” (2023, p.
21). According to DoD, independence from the intervention by a human operator plays
a crucial role in defining these systems. Although the definition of DoD is one of the
most prominent definitions in the literature, it might also be confusing when discussing
about these systems. The independence from human operator is a crucial part of lethal

autonomous weapon systems. However, it is insufficient to describe these systems as
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merely capable of performing independently of human operators. DoD’s definition, at
first glance, seems precise and straightforward, but it falls short in defining what the
acts of selecting and engaging targets entail. In other words, it is not clear what LAWS

are performing when they are performing without human operators.

Another commonly cited definition of LAWS was given by the International
Committee of the Red Cross (ICRC). ICRC defines LAWS as “any weapon systems
with autonomy in its critical functions. That is, a weapon system that can select (i.e.
search for or detect, identify, track, select) and attack (i.e., use force against, neutralize,
damage or destroy) targets without human intervention” (ICRC, 2016, p. 1). These two
definitions are complementary, as they both highlight the similar characteristic of
LAWS as being independent of the intervention by a human operator. Additionally,
ICRC also fills the gap in DoD’s definition by detailing the tasks performed by these

systems.

In this chapter, I aim to clarify the above definitions of LAWS and analyze the notion
of autonomy in machines in general. For that purpose, the chapter proceeds with an
analysis of autonomy in machines. Then, I explore the oft-used framework of
autonomy in weapon systems: the loop framework. Consequently, the chapter
constitutes an essential starting point for the ethical discussion of autonomous weapon

systems in the following chapters.

2.1 Autonomy in machines

To better grasp what autonomy means in weapon systems, it is beneficial to understand
some fundamental aspects of autonomy in machines in general. The word autonomy
comes from the combination of two Greek words: “autos,” meaning “self,” and
“nomos,” meaning “rule” or “law” (Smithers, 1997, p. 94). In a similar vein, Oxford
Learner’s Dictionaries (n.d.) describes autonomy as “the ability to act and make
decisions without being controlled by anyone else.” An entity, thus, possesses
autonomy if it can act in accordance with its own rules and is not controlled by anyone
else. Even though these considerations offer an understanding of autonomy as being
independent of human intervention, they come short of providing a clarification of
what autonomy means in machines. That is, there is a need for clarification on the

autonomy component of these systems because independence from human operators,
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as will be apparent later in this chapter, is not sufficient to understand autonomy in
machines. For this reason, in the rest of the chapter, I will analyze other parameters
that provide a clearer understanding of machine autonomy. Then, I will discuss the
programming features of the machines that allow them to operate autonomously, i.e.,

rule-based and machine-learning techniques.
2.1.1. Parameters of autonomy

In simple terms, an agent is autonomous if that agent “determines its actions for itself
based only on its internal state,...that is, if the determination of the agent’s behavior
is local and without input from other agents” (Beavers & Hexmoor, 2004, p. 95). This
description points out one of the characteristics of autonomy as being able to function
independently of external control or intervention. Under this definition, a washing
machine would be an autonomous entity. Once we plug the washing machine in and
press the start button, it carries out operations such as water intake to its drum,
detergent addition, spinning, and rinsing. It performs all these tasks or functions
independently, 1i.e., autonomously. Similarly, self-driving cars, somewhat
tautologically, are expected to drive on their own. They must obey the traffic rules,
stop at red lights and cross at green lights, and give way to pedestrians at pedestrian

crossings, etc.

Although capable of performing specific tasks independently (for instance, running a
pre-defined washing cycle), washing machines can only perform a narrow range of
functions. They cannot adapt to novel inputs or make complex decisions beyond their
programmed instructions. As a result, they are not referred to as autonomous in the

same sense as self-driving cars.

On the other hand, self-driving cars are designed to operate autonomously in dynamic
and unstructured environments. They should process perceptual input from their
environment and navigate complex traffic conditions independently of human
operators. The difficulty of handling tasks in a complex and dynamic environment is
why self-driving cars are considered autonomous, and their development requires
more effort and time than simple household appliances like washing machines. We are
more likely to categorize self-driving cars as autonomous but not washing machines
primarily due to the difference in their respective complexity. The tasks washing

7



machines perform are limited and explicitly pre-determined by their programmers.
Within the selected program, washing machines will always generate the same results
for the same inputs. In other words, they are highly predictable. This type of machine,
i.e., machines operating relatively simple tasks within highly predictable and

structured environments, is called automated (Beernaert, 2018; Heyns, 2013).

On the other hand, self-driving cars should be flexible to respond to different inputs
depending on dynamic factors such as traffic, other vehicles, and pedestrians. In
contrast to washing machines, what makes self-driving cars autonomous is “the
ability... to deal with uncertainties in its operation environment” (Boulanin &
Verbruggen, 2017, p. 6). Thus, operating independently alone is insufficient for
categorizing machines as autonomous. To comprehend autonomy in machines,
another factor must also be taken into account. This factor has been conceptualized in
various ways in the literature. Some argue that complexity should be attributed to the
machine itself. This leads them to conceptualize this factor as “the complexity of the
machine” (Horowitz & Scharre, 2015, pp. 5-6) or “sophistication of the machine” (de

Vries, 2023, p. 45).

Similarly, Ezenkwu and Starkey (2019) perceive autonomy as the property of the
machine. Thus, they propose several attributes a machine should have to be
categorized as autonomous. These attributes are “perception, actuation, learning,
context-awareness, and decision-making” (Ezenkwu & Starkey, 2019, p. 2)!. As it may
be apparent, Ezenkwu and Starkey (2019) particularly focus on the machine’s
complexity to assess its autonomy. These attributes refer to the abilities of the machine.
For instance, perception is the machine’s ability to process sensory input from its
environment, and actuation is the ability to act upon the environment. Similarly,
learning, context-awareness, and decision-making refer to the power of the machine
to learn from the sensory input, adapt to the context in which it operates, and make
decisions due to learning and adaptability. Others, on the other hand, place the

complexity in the task assigned to the machine, and therefore, they refer to this

! Ezenkwu & Starkey categorize these attributes as low-level attributes. For them, an autonomous machine must
have these attributes. However, they also discuss high-level attributes, which are subject to continuous research.
High-level attributes are “domain-independence, self-motivation, self-recovery, and self- identification of goals”
(2019, p. 2). They claim that these more advanced attributes are not must-haves but are subject to ongoing research.
For this reason, I only discuss the must-have attributes of an autonomous machine as proposed by them.
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parameter as “task complexity” (Beernaert et al., 2018, p. 2824). Alternatively, some
discuss “environmental difficulty” as an additional parameter to the task complexity
(Huang et al, 2004, p. 4). These conceptualizations might confuse a clear
understanding of the complexity parameter because there are three seemingly distinct
but highly intertwined factors: machine complexity, task complexity, and
environmental difficulty. However, following Bradshaw et al. (2013), I think the
complexity parameter consists of the interactions between these three factors. This
means that the complexity shaping the autonomy of a machine depends on the three-
dimensional interactions among the machine, the task assigned, and the environment
or situation in which the machine is expected to operate. The complexities in these
three factors shape the extent to which a machine is autonomous. For example, a
structured and static environment is relatively simple and predictable, with fewer
variables and less uncertainty. In this context, the tasks assigned to self-driving cars,
such as maintaining a constant speed in an empty zone, do not require highly

sophisticated algorithms and adaptation capabilities.

Contrary to structured environments, the task and the machine’s complexity increase
significantly in unstructured and dynamic environments such as traffic-dense city
centers. The self-driving car must have adaptation capabilities to execute its functions
based on a multitude of unpredictable inputs, such as recognizing pedestrians, other
vehicles, traffic lights, and so on. The machine would need more advanced algorithms
and sensors to handle these tasks. In this scenario, the environment would impact both
the machine’s and task’s complexity. Thus, the three-dimensional relation among the
machine, the task, and the environment becomes essential for assessing autonomy.
Consequently, the above-discussed three-dimensional complexity is a more
comprehensive approach to determining autonomy than merely concentrating on the
machine’s complexity. So far, this analysis demonstrates two parameters for assessing
autonomy in machines. The first is human-machine interaction, more precisely, the
independence from the human operator, and the second is the three-dimensional

complexity in the machine, the task, and the environment.

Another parameter shaping the autonomy in machines is which type of decisions are
automated in a system. When considering a machine, it is crucial to shift the focus

from whether it is entirely autonomous to examining which specific decisions within
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the system are automated and which require input from human operators (Scharre &
Horowitz, 2015). Classifying what critical functions make a machine autonomous
when performed independently of an operator is important. Drawing a parallel with
the washing machine example, automating the process of when the machine takes
detergent to its drum carries a different level of difficulties and risks than automating
the function of braking in traffic-dense and pedestrian-crowded urban areas. So, it
becomes essential to determine what functions, when automated, make the system an
autonomous system. For instance, if washing machines incorporate an additional
function, such as automatically ordering detergent when a shortage is detected, would
we classify them as autonomous? Similarly, would they meet the autonomy criteria if
they could learn from our washing habits and prioritize items in the pile of dirty clothes
based on usage patterns? Simply put, the essence of this factor is to show that what
type of functions are automated plays a vital part when defining autonomy rather than

classifying the system as a whole autonomous.

As a result, three parameters offer a comprehensive and more explicit approach to
assessing machine autonomy rather than focusing solely on human-machine
interaction regarding machine independence from a human operator. However, the
parameters should not be viewed separately as if they exclude each other. Even though
they can be analyzed individually, they are intertwined and influence each other. For
example, the complexity parameter affects the extent of human involvement and
oversight over the machine’s operations. An increase in the ability of independent
functioning of the machine may lead to an increase in the complexity and the type of

functions automated.
2.1.2. Programming

Autonomous machines can execute tasks per their algorithmic rules, allowing them to
operate without direct human control or intervention. Nevertheless, it is essential to
consider the source and nature of these rules, as they contribute to shaping the
boundaries of the machine’s autonomy. For this purpose, we must examine the
technologies or methods that enable machines to possess the ability to operate
autonomously. Computer programs are instructions that process input data to produce

an output (Alpaydin, 2016). In traditional programming, these instructions are defined
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by the programmer. Each operation step is carefully written in a specific order, and the

input and output sets are pre-determined.

Several outcomes can occur when a program receives input that deviates from the
expected parameters. In some cases, the system may encounter an error and crash,
unable to process the input within the constraints of the existing algorithm.
Alternatively, it may generate an error message, notifying the user that the input is

invalid and assisting the user to enter the correct input.

For example, consider a situation where you are asked to provide your date of birth in
the format of ‘month/day/year’ to buy an online train ticket where you can have a
discount if you fall under a particular age group. Now, imagine that you mistakenly
enter your date of birth in the format of ‘day/month/year,” as it is generally used in

your country.

In this example, your input can result in various issues. The program may inaccurately
calculate your age, so you may not benefit from the discount. If your day of birth falls
on or after the 13" of the month, the program might issue an error message to you,
notifying you that only numeric inputs between 1 and 12 are permissible for the month

component of the birth date.

The workings of such programs employ conditional logic, so specific conditions often
need to be met for the computation to proceed accurately. In our example, the program

checks:

IF the input is less than or equal to 12, THEN the program continues with
the calculation.
ELSE (i.e., if the input is not between 1 and 12), the program generates an

€rror message.

In algorithms with this type of programming feature, since the programmer determines
how the program will execute its operations, it is possible to anticipate the specific
outputs generated for each input provided. Given sufficient time, humans can replicate
the execution of the program step by step, consistently achieving the same result for

the same input.
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This deterministic nature of programming allows for predictable and stable outcomes.
However, there are scenarios where this programming type may be inappropriate for
a given task. For example, if the programmers themselves do not know how to write
rules for the execution of a task, then rule-based programming is not efficient to

employ in such scenarios.
2.1.3. Machine learning

Computers have the potential to perform a wide range of tasks as long as we can define
the operations to be executed accurately. However, it can be challenging to accurately
represent the operations for some tasks because as the complexity of the task increases,

so do the complexities of space, time, and human elements (Domingos, 2015).

As a task becomes more complex, a greater amount of data is required to be stored in
the program’s memory. Likewise, the processing time needed to perform the task also
increases, so this would cause a need for more powerful computational resources.
Moreover, as algorithms become more elaborate, it becomes harder for humans to
comprehend the interactions between different parts of the algorithm. This leaves
programmers subject to failure in fixing errors in algorithms, and even a “[o]ne tiny
error in an algorithm” may result in the explosion of a rocket or electric cut for millions
(Domingos, 2015, p. 40). Also, for some complex tasks, a programmer might not know
how to define specific functions for a given task, so it becomes essential to employ the

methods by which the complex tasks can be executed.

Al, specifically machine learning (ML) algorithms, are employed to overcome these
challenges. Al is an umbrella term for computational programs capable of displaying
near-human-like cognitive abilities. ML is, on the other hand, a sub-category of Al.
On the contrary to traditional programming, ML and Al generally offer more efficient
ways to cope with complex tasks. Self-driving cars exemplify how ML algorithms
work for complicated tasks. Engineers did not write strict rules for every particular
action the vehicle would take. Instead, the car stays on the road by learning from the
driver’s behavior. This process involves ML algorithms that enable the vehicle to adapt
to its environment to process novel inputs that cannot be programmed beforehand

(Domingos, 2015).
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As discussed earlier, humans provide detailed instructions to the computer in
traditional programming. In machine learning, however, instead of giving explicit
instructions to the computer, it is fed with sample data, also called training data. After
being fed with data, the program builds a model from the data and then processes new
inputs following the model built from the training data (Alpaydin, 2016). This method
is called machine learning because the machine learns from the sample data. The data
mostly replaces the role of the programmer. For example, in supervised learning, the
programmer provides the machine with sample data, i.e., giving sample inputs and
desired outputs. However, the programmer no longer explicitly defines the instructions
to process an input and its corresponding output. Therefore, what is required for
machine learning is not elaborate algorithms but vast amounts of sample data that the

machine will learn how to execute its tasks (Alpaydin, 2016).

For example, let us imagine a program that classifies texts based on different eras in
the history of philosophy, such as Ancient Greek, medieval, modern, etc. We provide
sample texts labeled following their corresponding period. These texts are the training
data for the program. The program, then, learns from these texts. For instance, it
analyzes the syntax, philosophical concepts, and tones and then comes up with patterns
for each era in the history of philosophy. Thus, the program builds a model to
categorize new texts not in its initial sample data. However, one could ask why there
is a need for machine learning when the classification of the texts can be done with
traditional programming. We could write specific algorithms that would classify texts

based on their eras by detailed instructions and criteria for a specific era.

Even though it is possible that traditional programming would accomplish this task,
some tasks cannot be done with traditional programming. For example, self-driving
cars or autonomous vehicles, where vast possibilities they may encounter, make it
impossible to anticipate and pre-program instructions for every situation. Self-driving
cars should recognize the traffic lights’ position, the lights’ colors, the time to pass,
the position of the other vehicles and pedestrians, and the time to stop or not stop for
pedestrians. Moreover, it should do so in a dynamic environment because these
variables constantly change through time. Therefore, a programmer cannot predict

every scenario and write algorithms for these scenarios.
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Self-driving cars collect data from sensors, cameras, GPS (global positioning system),
lidar (light detection and ranging), etc. In the training stage, the human operators drive
the car to collect data, which will be used later for self-driving mode. The learning
component of machine learning means that the car learns how to adapt and respond to
dynamic surroundings and changing variables from its training. By machine learning,
the task of driving can be automated, while it is virtually impossible to do so by writing
every instruction the car will execute during its driving time. However, the capability
of adapting to changing environments also means that there may be instances where
the outputs are not entirely predictable, which leads to safety concerns. Therefore, the
ability of machine learning to handle complex tasks and adapt to changing
environments while processing new inputs has advantages and disadvantages. On the
one hand, it allows machines to improve their performance over time and automates
complicated tasks in various fields. However, on the other hand, this ability comes
with novel risks and challenges, such as the need to anticipate how the machine will

perform in a changing and unforeseen environment.
2.2. Autonomy in weapon systems

I'have analyzed the programming background of autonomy in machines and how these
methods allow a machine to be categorized as autonomous. The technical analysis of
traditional programming and machine learning will be important to examine the ethical
implications for LAWS. However, before jumping on the ethical concerns, I will
discuss another prominent framework used in the literature to understand better what

autonomy is within the context of LAWS.
2.2.1. The loop framework

In addition to the analyses in the previous sections, there is a framework commonly
used in the literature when discussing the nature of autonomy in weapon systems. This
framework is the loop framework, which originally describes the targeting process in

the military context.

Boyd, a fighter pilot, first developed the original loop framework for assessing the
cycle a fighter pilot completes when targeting an enemy jet (Anderson & Waxman,

2013). The cycle is known as the OODA loop, standing for observation, orientation,
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decision, and action. Osinga briefly describes the cycle as follows:

[O]bservation is sensing yourself and the world around you. The second
element, orientation, is the complex set of filters of genetic heritage, cultural
predispositions, personal experience, and knowledge. The third is decision, a
review of alternative courses of action and the selection of the preferred course
as a hypothesis to be tested. The final element is action, the testing of the
decision selected by implementation (Osinga, 2005, pp. 2-3).
By carrying out this four-element loop, a targeting takes place in the military context.
However, it is also important to undergo this loop as fast as possible because the party,
quicker and more accurate than the opponent, will have a military advantage over the
enemy (Anderson & Waxman, 2013). Compared to humans, who may have limitations
in terms of response time, automation of the loop can offer advantages such as faster
response time, more accuracy, and efficiency while undergoing the loop. These
advantages over humans when completing the loop are among the driving forces to
develop autonomous weapon systems because they will leave the enemy in reactive

mode (Schmitt & Thurnher, 2013), and if “other things being equal, the faster system
wins the engagement” (as cited in Anderson & Waxman, 2017, p.1102).

The loop framework is appropriated to refer to the human operator’s roles in the
autonomy discussion of LAWS. This framework also corresponds to one of the
dimensions previously discussed about autonomy in machines: human-machine
interaction. The loop framework details the human-machine relationship; rather than
simply focusing on whether a human operator is present or not, it deals with the levels
of autonomy in weapon systems and the human control over the system’s operations.
According to the loop framework, human operators play three different roles in

relation to the machine: “human-in-the-loop,

(Scharre & Horowitz, 2015, p. 8).

on-the-loop”, and “out-of-the-loop”

First is human-in-the-loop, which indicates that the weapon system can perform the
targeting loop only if the operator actively selects the targets to be engaged. Human-
in-the-loop weapon systems are also known as semi-autonomous weapon systems. The
operator maintains control over the decision to target selection, but the systems can
autonomously perform functions such as “acquiring, tracking, and identifying
potential targets” (DoD, 2023, p. 23). The examples of weapon systems that fall under
this category are fire-and-forget munitions, where the system optimizes the precision
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of engaging the target the operator selects. The human operator chooses the target to
be engaged and, after launch, munitions correct their direction with onboard sensors
to “home in on moving targets” (Scharre & Horowitz, 2015, p. 9). Put analogically,
the human operator is responsible for pulling the trigger, but the bullets employ

gadgets such as sensors to improve the probability of hitting the enemy.

Second is human-on-the-loop systems, also called human-supervised or operator-
supervised autonomous weapon systems. In such systems, the operator’s role is to
monitor the system’s activity rather than selecting with appropriate knowledge the
course of action the system will carry out. The DoD defines these systems as “designed
to provide operators with the ability to intervene and terminate engagements, including
in the event of a weapon system failure before unacceptable levels of damage occur”
(DoD, 2023, p. 22). If the operator does not intervene, however, the system will
perform the tasks in the loop independently (Scharre, 2020). An example of a human-
on-the-loop weapon system is Israel’s Harpy, developed and promoted as an
“autonomous weapon for all weather” by Israel Aerospace Industries (IAI). The
Harpy, after launch, loiters a predefined area to search for enemy radars. Upon
detection, it hits and destroys the radars. IAI describes Harpy’s performance as being
able to conduct “autonomous operation,” and the operator has the supervisory ability

to “abort attack in case of target shut down.” (IAI, n.d.).

The final, third role is human-out-of-the-loop. This type of system reflects the general
image of LAWS the most. It receives significant attention because the system, in this
case, acts independently without any control as in human-in-loop systems, or
supervision by an operator as in human-on-the-loop systems. DoD includes operator-
supervised (on-the-loop) weapon systems in this category but also notes that they are
not “limited to operator-supervised autonomous weapon systems that are designed to
allow operators to override operation of the weapon system” (DoD, 2023, p.21). This
means that other systems that can engage targets without the operator’s ability to
intervene or halt the operation are included. However, human-on-the-loop systems
would also be examples of human-out-of-the-loop systems because they may be
deployed in fully autonomous mode. One significant example would be the robotic
sentry system, Super aEgis II, developed by South Korean company DODAAM. This

system can operate in all three modes, i.e., humans make firing decisions, humans can
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halt the system’s actions, and the system operates entirely autonomously (Boulanin &
Verbruggen, 2017). In autonomous mode, Super aEgis II uses thermal sensors and
cameras to detect the heat and motion of a potential target and, based on this input
data, makes targeting decisions without human control or supervision. Currently,
sentry systems can be employed in demilitarized zones, where if a human is detected,
then it would be a legitimate target. Thus, sentry systems in fully autonomous mode
cannot be used in areas other than demilitarized zones because there is as yet no

software system to detect if the target is a civilian, combatant, surrendering, etc.

Within the literature, there are ethical and legal challenges surrounding all three types
of systems, but the locus of the debate revolves around human out-of-the-loop systems.

For the present thesis, my analysis will also concern these systems.

In summary, human-in-the-loop systems leave the decision to kill a specific target to
a human operator. In human-on-the-loop systems, the entire cycle of targeting,
including the kill decision, is done by the weapon itself, but the human remains in
supervisory control over the system's operation; also, human operators can override
the system’s operation. Unlike these two systems, human-out-of-the-loop systems will
not require an operator once deployed, so they differ in their ability to undergo the

entire cycle of targeting without an operator’s direct control or supervision.

While the loop framework is prominent in the literature to define LAWS, there are
problems pertaining to it. The loop framework falls short of encompassing the
autonomy of these systems. The framework solely focuses on the two parameters of
autonomy discussed previously, i.e., the role of human operators in the decision-
making of the system and the type of functions automated. However, it fails to offer
an understanding of the complexity parameter in the autonomy of LAWS, that is, the
complexity of the machine, the tasks, and the environment. Taddeo & Blanchard
(2022b) point to a similar lack in the definitions of LAWS proposed by the states and
NGOs. They analyzed 12 definitions from states and international organizations such
as the US, the UK, China, and NATO. They found out that “only the French and the
Chinese definitions stress the adapting capabilities, specifically the definitions
mention machine learning capabilities of [L]JAWS as a key characteristic” (Taddeo &

Blanchard, 2022b, p. 37). The complexity of the technological characteristics is also
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an issue for the loop framework since it heavily focuses on the role of humans and the
functions executed by the machine. However, machine learning is important when
considering the ethical and legal problems pertaining to the use of LAWS. As
discussed earlier, machine learning is a useful application in complicated tasks. While
some tasks can be automated through rule-based programming, some tasks, such as
driving, are considerably difficult to define each action through rule-based algorithms.
The militaries’ interest in Al also proves that rule-based algorithms are “being replaced
by Al-based systems” (Taddeo & Blanchard, 2022b, p. 37). ICRC, similarly, points
out that the “future developments could include increasing adaptability [emphasis
added] of these weapon systems to their environment” (ICRC, 2016, p. 2). For this
reason, while discussing the ethical and legal implications of LAWS, it is also essential

to remember that these machines’ complex abilities play a vital role in that discussion.

Throughout the thesis, I will employ the technological aspect of LAWS and the
concept of human-out-of-the-loop. Thus, when referring to LAWS, I will refer to a
weapon system that can autonomously undergo the targeting cycle without human
intervention, relying on its technological capabilities. The capabilities that allow a
system to operate in human-out-of-the-loop mode is an important factor to consider in
the ethical discussions of these systems. Failing to consider such capabilities has led
to disagreements in the ethical aspects of LAWS. In the next chapter, technological
capabilities will be important as they play an essential role in shaping the perspectives
of those either in favor of or against the use of LAWS. Another clarification needed
before moving on to the next chapter is that the use of the term “lethal autonomous
weapon systems (LAWS)” in this thesis is deliberate, as it emphasizes what I consider
the most critical aspect: the function of the actual killing. While different tasks within
the targeting loop may present distinct problems associated with them, I believe that

lethality is an important aspect that should be emphasized in naming these systems.
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CHAPTER 3

ETHICAL ISSUES SURROUNDING LAWS

Under the umbrella organization Campaign to Stop Killer Robots, more than two
hundred international, regional, and national non-governmental organizations
(NGOs), including the International Committee for Robots Arms Control, Human
Rights Watch, Amnesty International, Future of Life Institute and over 90 states from
different parts of the world call for a legal treaty that will “create the prohibitions and
regulations that will ensure human control” over LAWS (Stop Killer Robots, n.d.).
Some high-tech companies working in Al and robotics, such as Tesla, Google
DeepMind, and Clearpath Robotics, and individuals such as Max Tegmark, Stuart J.
Russell, and Elon Musk signed an open letter to urge the UN to fasten the process of
“strong international norms, regulations and laws against lethal autonomous weapons”

(Future of Life Institute, 2018).

In another open letter, which is also endorsed by the philosophers Daniel C. Dennett
and Noam Chomsky, roboticists claim that the development of LAWS will reduce the
threshold of raging war because switching human soldiers with machines will lessen
the risks of soldier casualties to rage a war for the party owning LAWS. Also, illegal
organizations and terrorists may easily access the required material resources to mass-
produce such machines. They also warn against the possible use of LAWS to kill
particular ethnic groups, increasing genocides (Future of Life Institute, 2016). For
these reasons, high-tech companies and roboticists declared that they will not take part
in the research and development of LAWS. However, there are “countless university
laboratories... and commercial enterprises” working in the LAWS-related
technologies (Altmann & Sauer, 2017, p. 125). To discuss the above-mentioned
concerns, the first CCW Group of Governmental Experts meeting on discussing the

risks and challenges of LAWS was held in 2014.
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The most recent sessions at CCW on LAWS were held on 15-19 May 2023. However,
after a decade of discussions, the UN Convention on Certain Conventional Weapons
(CCW) Group of Governmental Experts on Emerging Technologies in the Area of
Lethal Autonomous Weapons Systems ended with a conclusion that International
Humanitarian Law (IHL) fully applies to the emerging technologies in LAWS. This
means that contrary to the suggestions of the campaigners for stopping the use and
development of LAWS, there is as yet no formal regulation or prohibition mandated

by the Convention on the issues related to the use or development of LAWS.

In this chapter of the thesis, I will discuss the ethical and legal concerns surrounding
LAWS. I will first analyze how a ban on particular weapons is achieved. After, I will
discuss the arguments in favor of and against the deployment of LAWS in relation to

Jjus in bello principles in warfare.
3.1. How to ban weapons?

The use of many weapons is banned on the battlefield. If you have been a part of or
seen footage of protests in many countries, you have been directly exposed to tear gas
or seen that law enforcement uses tear gas against protesters. However, the use of tear
gas 1s banned on the battlefield because its use falls under the Chemical Weapons

Convention.?

The prohibition and regulation of certain weapons are often achieved through legal
treaties and conventions that aim to restrict their use. While chemical weapons are a
notable example, there are various other weapons that have been subject to such
agreements. There are bans on anti-personnel mines?, blinding lasers?, cluster
munitions>, bacteriological(biological) and toxin weapons®. There is a treaty on the

prohibition of nuclear weapons’, but it is worth noting that major states possessing

2 ICRC, https://ihl-databases.icrc.org/en/ihl-treaties/cwc-1993?activeTab=default

3 ICRC, https://ihl-databases.icrc.org/en/ihl-treaties/apmbc?active Tab=default

41ICRC, https://ihl-databases.icrc.org/en/ihl-treaties/ccw-protocol-iv?activeTab=default

5 ICRC, https://ihl-databases.icrc.org/en/ihl-treaties/ccm-2008?activeTab=default

6 ICRC, https://ihl-databases.icrc.org/en/ihl-treaties/bwc-19722active Tab=default

7ICRC, https://ihl-databases.icrc.org/en/ihl-treaties/tpnw-20172active Tab=default
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nuclear weapons have not signed this treaty. Among NATO members, the Netherlands

is currently the only signatory of the treaty.

The restriction or prohibition of specific types of weapons is not a new concept and
has been part of international discussions for centuries. In fact, the first recorded
international ban on a weapon goes back to 1675. Strasbourg agreement was signed
by France and the Holy Roman Empire in 1675 to prohibit the use of poison bullets
(Organisation for the Prohibition of Chemical Weapons, n.d.).

Strasbourg agreement is a bilateral agreement bounding France and the Empire, but a
multilateral international treaty that aims to restrict or prohibit the use of certain types
of weapons can also be established. The UN Convention on Certain Conventional
Weapons (CCW), formally known as the Convention on Prohibitions or Restrictions
on the Use of Certain Conventional Weapons Which May Be Deemed to Be
Excessively Injurious or to Have Indiscriminate Effects, is a multilateral international
treaty. The CCW provides a platform for the member states to discuss and take
necessary formal actions to regulate weapons that are considered to impose unjustified
suffering on combatants or cause indiscriminate damage to civilians and nonmilitary
objects. For example, anti-personnel land mines are banned on the grounds that they
have an indiscriminate effect on non-combatants. The impact of landmines can extend
beyond the period of active conflict. This causes problems for post-conflict recovery
efforts. After the armed conflict, unexploded land mines can directly harm and cause
fatalities to individuals who unknowingly trigger them. Moreover, landmines may
contaminate the lands or impede construction of infrastructure projects such as houses,
roads, and so on. (Melzer, 2016). As a result, landmines are considered to impose
damage on civilians and civilian objects and, therefore, are banned. Another regulatory
instrument specifically referring to the use and development of new weapons is Article
36 of Additional Protocol I to the Geneva Conventions (ICRC, AP I, Art. 36). Article
36 requires states to conduct legal reviews of new weapons or means of warfare to
ensure their compliance to the I[HL, and it is an obligation which “applies to all States
irrespective of their treaty obligations [emphasis added] because they are legally
responsible for ensuring that they do not use prohibited weapons or use lawful

weapons in a manner that is prohibited” (Melzer, 2016, p.122).
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Thus, the Geneva Conventions and, more specifically, Article 36 of Additional
Protocol I provide a conceptual framework for the Convention to regulate and, if
necessary, prohibit the use and development of certain weapons. The companies,
NGOs, and academics who oppose the use and development of LAWS are advocating
for the creation of a legally binding treaty under the Convention, which explicitly

regulates and prohibits the use and development of LAWS.
3.1.1. International humanitarian law

Since it is a significant element in the debate on LAWS, the rules governing the
conduct of warfare should be discussed to better grasp whether LAWS pose problems
in complying with these rules and whether they should be subject to restrictions or an
outright ban. International Humanitarian Law (IHL), also known as the law of armed
conflict or laws of war, is the body of law that governs the conduct of warfare. When
we think of war, we may tend to think of the horrors or destructive nature of it.
However, even in times of war, there are rules that must be obeyed to limit the

sufferings of those affected by the horrors of war.

IHL is the umbrella title for the varying sources of the rules on the battlefield. The
main body of the rules is based on the Geneva Conventions and their Additional
Protocols, which set the rules for the conduct of warfare. These rules not only limit the
harm inflicted on civilians but also regulate how combatants who are no longer

participants of the war, such as wounded, sick, and prisoners of war, should be treated.

Both treaty law and customary law form the foundations of IHL. The difference
between the two is that treaty IHL is the Geneva Conventions and their Additional
Protocols, and they “are written conventions in which States formally establish certain
rules” (ICRC, n.d.). Customary IHL, on the other hand, bound all states, and its rules
come from “general practice accepted as law” (ICRC, n.d.). The general practices
include examples such as “military manuals, national legislation,... instructions to
armed and security forces, comments by governments on draft treaties,... statements
in international organisations [etc.]” (Henckaerts & Doswald-Beck, 2009, p.
XXXVIII). The treaty IHL and customary IHL are interconnected and not mutually
exclusive. While some rules of customary IHL are explicitly written and codified into
the treaty IHL, customary IHL goes beyond treaty obligations. Even states not party
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to specific treaties are still bound by customary IHL. For example, although the United
States is not a party to Additional Protocol I to the Geneva Conventions, it conducts
legal reviews of new weapons as required by Article 36 of Additional Protocol I
(Anderson & Waxman, 2013). The provisions of both treaty and customary IHL help
minimize the destructive effects of war and prohibit the inhumane treatment of those

affected, regardless of their status as combatants or non-combatants.
3.2. LAWS and principles of jus in bello

Just war theory is the ethical framework that provides criteria for when to go to war
(jus ad bellum) and for ethically acceptable conduct in warfare (jus in bello). Going to
war is justified if the six criteria are met: “just cause, proportionality, necessity, last
resort, right authority, and reasonable likelihood of success” (Leveringhaus, 2016, p.
12). On the other hand, ethical conduct in warfare consists of three criteria:
“distinction, proportionality of means, and necessity” (Leveringhaus, 2016, p. 12). Jus
in bello principles are related to the debate of LAWS, as jus ad bellum concerns
questions such as whether it is ever justified to go to war. Jus in bello, on the other
hand, concerns the questions of who is a legitimate target, what means are justified
means in warfare, etc. Thus, the ethical discussion mostly focuses on whether LAWS

can comply with the principles of jus in bello.

Two fundamental principles of jus in bello and IHL are considered the most related to
LAWS: the “principle of distinction and proportionality” (Asaro, 2012, p. 688). The
distinction principle is “one of two principles in the law of armed conflict recognized
as ‘cardinal’ by the International Court of Justice” (Schmitt & Thurnher, 2013, p. 251).
This principle legally enforces the parties of the conflict to “distinguish between the
civilian population and combatants and between civilian objects and military
objectives and ... direct their operations only against military objectives” (ICRC, AP
I, Art. 48). This principle also entails that new weapons or methods of attack are
prohibited if they cannot be targeted exclusively towards military personnel or military

materials (ICRC, AP I, Art. 51).

Cluster munitions, for example, are classified as indiscriminate weapons due to their
design. Cluster munitions are explosive weapons that release a group of individual
munitions simultaneously, covering a wide area. However, the individual munitions
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cannot be targeted toward specific enemy soldiers or objects. Their inherent limitation
of being unable to target specific enemy soldiers or objects makes them fall into the
category of indiscriminate weapons. As a result of this, cluster munitions are

prohibited under the Convention on Cluster Munitions.

Another example that illustrates the violation of the principle of distinction is the usage
of artillery in certain areas, such as densely civilian-populated areas. Artillery, long-
rage weapons intended to target military objectives from afar, becomes indiscriminate
when deployed in regions with high concentrations of civilians. Despite being a legal
weapon, employing artillery in such scenarios would contravene the principle of
distinction, as it might fail to discriminate between combatants and non-combatants.
These two examples demonstrate two cases for the principle of distinction. The former
involves the use of an inherently indiscriminate weapon, and the latter shows a
situation where the indiscriminate use of an otherwise legal weapon violates the

principle.

Critics of lethal autonomous weapon systems (LAWS) claim that LAWS are highly
likely to be incapable of complying with the principle of distinction (Asaro, 2012;
Human Rights Watch, 2012; Sharkey, 2012; Sparrow, 2016). For Sparrow, these
systems cannot distinguish combatants from non-combatants because they are
“somewhat unpredictable” (2007, p. 65). Similarly, Asaro argues that, compared to
human intelligence, LAWS “will have only highly limited capabilities for learning and
adaptation at best, it will be difficult or impossible to design systems capable of dealing
with the fog and friction of war” (2012, p. 692). Asaro (2012) further claims that the
complexity of the battlefield exceeds the anticipations of military roboticists,
particularly in terms of the ability of these machines to comply with the principle of
distinction. Noel Sharkey, a computer scientist and spokesperson for Stop Killer
Robots, agrees with this sentiment by emphasizing three aspects required for the
principle of distinction. First, he claims that these systems lack sufficient “sensory or
vision processing systems” to distinguish combatants from civilians (Sharkey, 2017,
p. 179). Second, the lack of a clear definition of civilian is in itself a challenge for any
attempt to code a program to distinguish civilians because civilians are defined as
“someone who is not combatant” in IHL (Sharkey, 2017, p. 179; Sharkey, 2012, p.
789). Lastly, Sharkey argues that human interpretative judgment is necessary for
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ensuring compliance with the principle of distinction because vision processing is
insufficient for making distinction decisions. That is, even if sensory technologies
improve to an advanced level, machines still would not have “battlefield awareness or

common sense reasoning to assist in discrimination decisions” (Sharkey, 2017, p. 179).

To evaluate the claims made by Sharkey, examining the conditions that determine
whether an individual is classified as a combatant or non-combatant and how such
statuses are assigned in warfare is beneficial. When determining whether a person is a
combatant or a civilian, wearing a uniform is often considered as one of the initial
conditions. Uniforms help identify individuals as members of an armed force.
However, under some circumstances, even individuals wearing uniforms are
considered “hors de combat”, meaning they are no longer legitimate targets.
Combatants who are unable to continue participating in hostilities due to “wounds or
sickness”, or “clearly [emphasis added] expresses an intention to surrender” cannot be
targeted as legitimate military objectives (ICRC, AP1, Art. 41). Detecting the intention
to surrender poses an even more significant challenge, as the ways in which a soldier
may clearly express their intention to surrender can vary significantly, such as
displaying a white flag, verbal communication, raising both arms or laying the guns
down etc. Consequently, in such situations, even sensory and vision processing
systems to detect whether a person is wearing a specific uniform would not be
sufficient for engaging with that target. The system should also detect if the uniform-
wearing person has hors de combat status due to sickness, wounds, or intending to

surrender.

Another problem with determining combatants wearing a uniform is the nature of
contemporary warfare. Given the evolving nature of contemporary armed conflicts,
uniform-wearing criteria may only be sufficient in some situations. For example, in
non-international conflicts where a state engages in an armed conflict with a militia,
distinguishing between combatants and civilians becomes particularly challenging, as
rebel groups may not wear a distinctive uniform. One could argue that carrying arms,
such as a rifle, would be sufficient to identify and target that person. For instance,
sensory systems can detect rifles or military equipment to select military targets. Yet,
the challenges in international armed conflicts still apply in these cases, meaning that

the system should also detect if the person carrying a rifle is already wounded,
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unconscious, or surrendering and, therefore, not actively engaged in the war. Also, the
machine should “recognise insurgents burying their dead, or children being forced to

carry rifles” (Sharkey, 2019, p. 76).

Given these points, compliance with the principle of distinction poses a two-fold
challenge. First, it requires detection of whether a person is an enemy soldier or non-
combatant. Moreover, if identified as a soldier, one should detect if the target holds
the status of hors de combat. For the critics of LAWS, these challenges cannot be

overcome through algorithms (Asaro, 2012; Sharkey, 2017).

Accordingly, critics contend that LAWS will likely fall short of complying with the
principle of proportionality in jus in bello. The principle of distinction is bounded by
another “cardinal” principle that regulates the harm to civilians or civilian property
that cannot be avoided in armed conflict: the principle of proportionality. IHL prohibits
attacks “which may be expected to cause incidental loss of civilian life, injury to
civilians, damage to civilian objects, or a combination thereof, which would be
excessive [emphasis added] in relation to the concrete and direct military advantage
anticipated” (ICRC, AP I, Art. 51). Thus, it is not legitimate to target civilians or
civilian objects intentionally. However, if such targeting cannot be avoided when
attacking military objectives, they are tolerated as collateral damage or side-effects of
the intentional attacks on the military targets. The principle of proportionality
mandates parties to a conflict not to cause excessive collateral damage as a side-effect
of the military advantage to be gained. Sharkey (2017) argues that there are two kinds
of proportionality: easy and hard proportionality. According to him, LAWS can only
function with easy proportionality; that is, machines can help to reduce “collateral
damage by choosing the most appropriate weapon or munition and directing it
appropriately” (Sharkey, 2017, p. 179). For example, precision-guided munitions have
reduced indiscriminate and disproportionate attacks by enabling more accurate
targeting with their onboard sensors. In a similar vein, LAWS could help reduce
disproportionate attacks by employing advanced calculation skills to assess the
potential risks associated with different courses of action and then selecting the most
appropriate munitions to minimize collateral damage while maintaining military
advantage. However, Sharkey adds that machines cannot make hard proportionality

decisions, that is, to decide whether to apply lethal force for the military advantage to
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be gained “in the first place” (2017, p. 179). Sharkey thinks that civilian casualty and
military advantage require “human qualitative and subjective decision about what is
proportional to direct military advantage” (2017, p. 180). Thus, easy proportionality
might be possible by employing LAWS on the battlefield and minimizing collateral
damage of an intended attack. However, the decision to apply lethal force in a complex
proportionality situation will remain challenging for machines to compute. They
cannot calculate because proportionality is not a mere numerical calculation, unlike its
potential connotations. Famous ethical dilemmas such as the trolley problem are, to
some extent, examples of proportionality considerations. For example, how many
children can be sacrificed for a high-ranking enemy leader is a proportionality
problem. A machine may calculate the most accurate course of action with the least
possible number of collateral damage. However, it cannot calculate whether any lethal
force should be applied to the desired target in the first place. This argument is further
supported by the practice of proportionality decisions in some situations where “[the]
sensitive proportionality calculations...require, at least as a matter of policy in a
democracy like the United States, an elected official or other senior political official
to make the ultimate decision” (Beard, 2018, p.10). Given these points, critics argue
that LAWS may neither be able to discriminate combatants from non-combatants nor
calculate how much collateral damage is acceptable with regard to the concrete
military advantage. As a result, they may leave “behind them a hecatomb of innocent
victims” (Birnbacher, 2016, p. 118). These concerns raised by the opponents of LAWS
stem from the inability to foresee how LAWS may operate in unstructured, complex
environments, where there are unanticipated circumstances and a plethora of inputs to
be processed, such as enemy behavior, changes in weather conditions, etc. This
unpredictability aspect drives criticisms regarding the compliance of LAWS with the

principles of distinction and proportionality.
3.3. Human, more-than-human: Advantages of LAWS

Proponents, on the other hand, claim that the unpredictability of LAWS cannot be a
legitimate reason to ban these weapon systems since human combatants and existing
military technologies also suffer from unpredictability on the battlefield. In fact, they
argue, LAWS will reduce the unpredictability in warfare, and accordingly, they might

reduce the number of war crimes, collateral damage, and civilian casualties (Arkin,
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2009; 2010). Ronald Arkin, a prominent roboticist and roboethicist working in the

field of military robotics, claims,

the primary goal [of the development of LAWS] remains to enforce
international humanitarian law... on the battlefield in a manner that is believed
achievable, by creating a class of robots that not only comply with the
restrictions of international law, but in fact outperform human soldiers in their
ethical capacity under comparable circumstances (Arkin, 2010, p. 339).

Arkin (2009) proposes the ways in which these machines can overcome their human
counterparts. He believes that these machines offer several advantages in warfare.
Firstly, machines are not concerned with self-preservation and can act “selflessly”
when necessary. Secondly, their sensors provide more precise “observations than
humans currently possess” (Arkin, 2009, p. 29). Related to the machine sensory
capabilities, LAWS can rapidly process more information from various sources before
taking lethal action, outperforming what a human could do in real time. Thirdly,
LAWS can be programmed without human emotions that might impair their decision
and lead to acts of anger, vengeance, etc. Lastly, LAWS not only have the potential to
act more ethically than human soldiers, but they can also possess the “capability of
independently and objectively monitoring ethical behavior in the battlefield by all
parties and reporting infractions,” Arkin adds, “this presence alone might possibly lead

a reduction in human ethical infractions” (2009, pp. 29-30).

To support his claims on the vulnerabilities of human soldiers, Arkin (2009)
summarizes a report on Iraqi Freedom by the US Surgeons Generals Office and claims
one of the findings of the report is that “soldiers that have high levels of anger... were
nearly twice as likely to mistreat noncombatants as those who had low levels of anger”
(p. 31). Considering the attitude of soldiers reporting ethical infractions in warfare,
“45% percent of soldiers and 60% of marines did not agree that they would report a
fellow soldier/marine if he had injured or killed an innocent noncombatant” (Arkin,
2009, p. 32). In addition to psychological limitations such as emotions, extreme
weather conditions like fog, heat, cold, rain, snow, or sunlight can impair human
judgment and lead to incorrect information or illegitimate targeting. Furthermore,
hunger and thirst can impact human soldiers’ actions on the battlefield. By developing
robots that are less prone to these factors, the risk of illegitimate actions may be

reduced.
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Opponents of LAWS might conceive that Arkin’s proposal for more ethical behavior
by algorithms is unattainable. However, Schmitt & Turnher (2013) believe that not the
proponents but the arguments of the opponents of LAWS are already “counter-factual”
since military technologies have “advanced well beyond simply being able to spot an
individual or object” (2013, p. 247). They argue that modern sensory systems can
“assess the shape and size of objects, determine their speed,... listen to the object and
its environs, and intercept associated communications or other electronic emissions”
(Schmitt & Turnher, 2013, p. 247). LAWS may also interact with other systems to
“monitor a potential target for extended periods in order to gather information that will
enhance the reliability of identification” (Schmitt & Turnher, 2013, p. 247). These
observations are accurate in some of the current weapon systems that are anti-material
weapon systems, i.e., these systems are designed to target military objects. For
instance, target recognition systems can detect a target based on the shape and height
of tanks, speed and radio emissions of missiles and radars, auditory signals of
submarines, etc. (Boulanin & Verbruggen, 2017). However, it should be noted that
they still cannot detect if civilians are near these objects, thus rendering a possible
attack illegitimate. These technological advances might serve as evidence for
predictions that the technology required for developing LAWS to target humans and
comply with jus in bello may not be in the distant future. Moreover, once developed,
such machines might even be morally desirable, considering the ethical advantages
they would have compared to humans. For achieving these prospects in the context of
human targets, however, it should be justified that these machines can indeed abide by
the principles of international humanitarian law (IHL) while minimizing the

unpredictability human soldiers pose on the battlefield.

Arkin claims that LAWS will be constrained by strict rules derived from “Laws of
War as well as the Rules of Engagement” (Arkin, 2009, p. 38). Thus, when faced with
a decision, the machine will apply all the relevant constraints from the laws of war and
then decide on the course of action. The actions of the machine will be limited by “a
complex IF ... THEN statement,” and when all the conditions are met “in the IF part
of that statement, [L]AWS engage their target” (Klincewicz, 2015, p. 164). Therefore,
LAWS will only engage with targets only if the ethical conditions are met, which are

constrained by rule-based if/then algorithmic structure.
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Arkin also denies that, for ethical behavior, LAWS would require machine learning
methods because he believes that the laws of war already provide general rules to
implement to the machine “without the limitations and dangers of fraining [emphasis
added]” (2009, p. 107). He acknowledges, for example, that “neural networks” would
result in the loss of transparency where “the system cannot justify its decisions in any
meaningful way; that is, explanations and arguments are not capable of being

generated” (2009, p. 108).

Rule-based programming offers more predictable outcomes compared to other
machine learning methods. This is because the deterministic nature of the if/then/else
logical format significantly constrains the machine’s actions. It is, therefore,
understandable that the proponents of LAWS resort to the rule-based method to
overcome the challenges of unpredictability in the machine learning methods. Rule-
based programming also influences the understanding of autonomy in these machines
because it paints a picture that the machine is simply following human orders.
McFarland claims that “sophisticated weapon systems are merely machines which
execute instructions encoded in software, and... future highly autonomous systems
envisioned by designers will not be anything more than that” (2015, p. 1326). He

further exemplifies the workings of a potential autonomous weapon as:

[[]f <camera image matches image in database> then <aim and fire> else
<keep searching> [this] would make it appear that the UAV[unmanned aerial
vehicle] itself is selecting targets when actually the targets and the conditions
under which they would be attacked were selected in advance by the system
developers [emphasis added] (2020, p. 34)

This example also shows an autonomous weapon with the rule-based algorithm for its
operation, meaning that the machine merely executes the if/then/else functions. Unlike
Arkin, McFarland does not rule out the possible use of machine learning approaches
because the operation environment might require the machine to deal with novel inputs
not foreseen by the designers. However, he contends that this would “not change the
fact that the computer is only executing instructions formulated by its developer,” for
him, the difference between a learner and rule-based algorithms only lies in the fact
that the programmer of a learning system “writes a program the function of which is
to formulate some optimum set of actions to be performed in response to

environmental stimuli encountered during a mission” (2015, p. 1328). In other words,
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the programmer of a learning algorithm sets the goal of the machine in advance, so
what the machine does is not more than finding the proper set of instructions to execute
the functions for that goal, which “would otherwise have been issued to the machine

directly by a human operator” (McFarland, 2020, p. 48).

While rule-based systems may be more predictable than other learning systems, the
very nature of rule-based systems makes them unsuitable candidates for future lethal
autonomous systems. For example, face recognition cannot be done with expert
systems, i.e., by writing every rule for the machine. However, there has been
significant progress in face recognition with the help of machine learning methods. It
is very likely that LAWS will also be developed with machine-learning techniques.
On the one hand, machine learning algorithms execute tasks such as face recognition
more reliably than rule-based algorithms. On the other hand, they decrease the level
of predictability in the machine’s functions because the underlying structure of the
input-output relation cannot be known in all circumstances, which might lead to
unanticipated emergent behavior (Trusilo, 2023). Thus, the machine might execute the
task better than a rule-based expert system, but it does so with less predictability.
Considering the environment in which LAWS will operate, this reduction in
predictability might cause significant risks and dangers. However, this point received
little attention when defining autonomous weapon systems. As discussed previously,
Taddeo and Blanchard (2022b) analysis demonstrates that only two definitions, France
and China, mention the use of machine learning in these systems. Machine learning
provides adaptability to a novel situation in a real-world environment. So, the adaptive
capacity when discussing the LAWS should be of significant interest. Merely
following rigid rules has a twofold challenge when operating in real-world situations.
First, real-world conditions are composed of many variables to represent in if/then
rules, where the machine should only apply the relevant information to a given
context.® As these systems lack the flexibility to adapt to new stimuli in warfare,
LAWS with rule-based algorithms become more susceptible to errors in dynamic
environments such as the battlefield. Therefore, the next subsection will tackle the

predictability issue in rule-based and learner systems.

8 This is conceptualized in the Al literature as the frame problem. For an analysis of the frame problem in the
context of Arkin’s proposal of rule-based LAWS, see Klincewicz (2015).
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3.4. (Un)predictability

Predictability means how much the actions of a machine can be anticipated. Holland
Michel (2020) argues that there are two different aspects of predictability in
autonomous systems: “technical” and “operational predictability” (2020, p. 5).
Technical predictability is the feature of the machine. That is, it depends on the specific
programming techniques employed in the systems. On the other hand, operational
predictability refers to the complexity of the environment and situations in which the

autonomous systems will operate.

Technical predictability relies on the system’s technological capabilities, such as the
techniques for automating a specific task. For example, rule-based algorithms might
be more predictable than machine learning algorithms adapting to environmental
changes. However, the examples for rule-based LAWS provided previously are
naively simplistic to address the predictability problem. Understandably, the examples
are intended to illustrate the basic workings of such systems simplistically. In real-
world cases, the complexity of tasks expected from LAWS would require extensive
lines of code, potentially reaching millions. For comparison, F-35 fighter jets need “24
million lines of code” and “100 million lines of code for a modern luxury automobile”

(Scharre, 2020, p. 166).

Another critical obstacle in deploying autonomous systems emerges when the system
uses machine learning algorithms: explainability. Explanability poses a risk in the
deployment of autonomous systems because of the difficulty in comprehending the
underlying rationale behind the actions of these systems. In simple terms,
explainability is the problem of not understanding why a system made a specific
decision or acted in a particular manner. This problem is often referred to as the black
box problem because the inner workings of these systems are not “transparent”
(Diakopoulos, 2020, p. 197) but “opaque” (Burrell, 2016, p. 1). This does not mean
that humans are entirely ignorant of the decisions. They may know the task assigned
to the Al system. For instance, in face recognition, the programmers know that the
system learns to recognize faces. Even though the program works well and recognizes
faces reliably, this does not mean it is predictable. In black box cases, the programmers

do not know how the system recognizes faces and what parameters or features the
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program uses. In that case, the process behind the outcome of face recognition is not
explainable. Ultimately, this problem causes unpredictability because, without proper
knowledge of the process behind its decisions, it is no longer possible to predict how
the machine will behave in future scenarios. These considerations, however, refer to
one type of unpredictability in autonomous systems that depends on the system’s

technological features.

Regardless of technological unpredictability, all types of autonomous weapon systems
introduce some degree of “operational unpredictability” (Holland Michel, 2020, p. 5).
Operational unpredictability is the problem of the operational environment. For
example, autonomous weapon systems will have to operate in complex and dynamic
environments with a plethora of inputs. Considering the wide range of inputs, such as
friend-and-foe behaviors, other agents such as other military robots, geographical
variations, weather conditions, and combinations thereof, LAWS are inherently
unpredictable in an operational sense because it is not possible to envision or anticipate
how the machine will interact with all these variables, and program the machine
beforehand for all circumstances. To determine and predict all the future outcomes of
an autonomous system “is not logically impossible, but it is unfeasible because the
number of variables and their possible interactions is exorbitantly large, making this
assessment intractable. (Taddeo & Blanchard, 2022a, p. 8). Thus, in an operational
sense, unpredictability is a problem that cannot be easily overcome for both rule-based
or machine learning systems because even if the explainable Al is achieved, meaning
that it is possible to explain how the system made a specific decision or acted in a
particular way, there remains operational unpredictability due to the difficulty in
anticipating all potential situations that an autonomous system would encounter during

its operations.

In conclusion, predictability in autonomous systems encompasses technical and
operational senses, each posing specific difficulties. Technical predictability depends
on the system’s programming techniques and technological capabilities. Although
rule-based algorithms may offer more predictability than machine learning methods,
they both suffer from operational unpredictability. Operational unpredictability refers
to the ability or lack thereof to navigate dynamic and unstructured environments with

a multitude of variables. The critics of LAWS highlight the unpredictability aspect in
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relation to the inability to comply with the principles of jus in bello. They contend that
the unpredictability of LAWS would constitute legal grounds to ban such systems. On
the other hand, proponents contend that LAWS would reduce unethical behavior in
warfare by minimizing the unpredictable behavior of human soldiers. Thus, regardless
of which side one belongs to, technical and operational unpredictability must be
addressed for a clearer understanding of the debate over the ethics and legality of

LAWS.

34



CHAPTER IV

MORAL RESPONSIBILITY

Thus far, I have presented opposing views on the compliance of LAWS with the
principles of jus in bello, more precisely, the principles of distinction and
proportionality. Opponents argue that developing machines that comply with jus in
bello is improbable because algorithms are inherently unpredictable. Thus, creating an
algorithm to kill would likely increase casualties on the battlefield due to this

unpredictability.

In contrast, proponents claim that once developed, these machines must be designed
to ensure compliance with jus in bello. Furthermore, LAWS, they argue, have the
potential to surpass humans’ ethical conduct on the battlefield. This entails that these
machines behave in ways that are more human than humans because, unlike human
soldiers, they are not subject to physical, psychological, and cognitive limitations. As
a result, there will be a reduction in casualties, war crimes, and military damage to
non-combatant subjects and objects. This means it would be sufficient to develop
machines that ethically outperform humans on the battlefield. Arkin himself points this
out by claiming that “[i]t is not my belief that an autonomous unmanned system will
be able to be perfectly ethical in the battlefield, but I am convinced that they can
perform more ethically than human soldiers” (Arkin, 2009, pp. 30-31). Arkin
acknowledges the argument that these machines may err and cause damages toward
illegitimate targets, such as killing a civilian. Nevertheless, as long as they reduce
human errors and crimes on the battlefield, LAWS will be preferable over the human
soldiers who have displayed many historical examples of war crimes, inhumane

treatment, and millions of civilian deaths.
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Accepting such a view would even entail that it might even be an ethical obligation to
employ such machines, as they would reduce the errors and crimes of war. However,
there is a distinctive factor between errors of humans and errors of autonomous
machines. When they commit crimes, humans are subject to the consequences of that
crime, meaning that they bear the responsibility for the crimes. In the case of
autonomous weapons, determining where the responsibility lies may be challenging
and even lead to “responsibility gaps” (Matthias, 2004, p. 177). That is, it becomes
difficult, if not impossible, to assign responsibility to any of the individuals involved

in the morally loaded action carried out by a machine.

Responsibility assignment in LAWS’ actions becomes important considering that
responsibility is the fundamental presupposition for both jus in bello and THL
(Sparrow, 2007). As discussed previously, both jus in bello and IHL allow attacks only
on legitimate targets (the principle of distinction), and noncombatants can be targeted
if and only if the military advantage to be gained exceeds the harm and suffering
imposed on illegitimate targets (the principle of proportionality). If responsibility
assignments are abolished in war, then jus in bello principles would evaporate. This is
because if no one is responsible, then there would no longer be anyone who should
comply with them or be punished as a result of failing to comply with them. For this
reason, war without responsibility would result in war crimes without criminals

because there will inevitably be war crimes but no one to account for those crimes.

Responsibility assignment gets even more critical, considering that when machines
fail, they might fail in ways such that we cannot estimate the risks associated with their
failure. The abilities and advantages of these machines might result in catastrophic
situations. For example, lack of physical, psychological, and cognitive limitations,
such as resistance to fatigue and the ability to reach areas inaccessible to humans, are
significant advantages, but how these abilities will contribute to the failures when these

machines malfunction is a significant concern.

All these enhanced features may also amplify the consequences of their failures to a
point where it is no longer comparable to human errors. Because the physical,
psychological, and cognitive limitations of human soldiers will be eliminated in

LAWS, they “could potentially kill for hours, with a death toll running into the
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hundreds, if not thousands” (Leveringhaus, 2016, p. 73). As a result, in this chapter, I
will focus on the question of whether the use of LAWS would lead to a responsibility
gap. While discussing the responsibility gap, a general overview of moral
responsibility and conditions of responsibility assignments will be provided first.
Then, I will proceed to the responsibility gap through possible loci of moral
responsibility in the context of LAWS: the robot itself and the human agents, precisely
the designers and commanders. After these considerations, I propose a possible

solution to the responsibility gap within the context of LAWS.

Moral entanglement is the notion of moral responsibility in a vicarious sense.
Vicarious responsibility is often practiced in everyday life but receives less attention
when discussing responsibility gaps. The notion of vicarious responsibility
acknowledges that in real-life situations, individuals can find themselves morally
entangled in the actions and consequences of others, even if they do not have direct
control or intent. This view recognizes a sense of moral responsibility that may not fit
into traditional ethical frameworks, such as direct control over an action through
causality, freedom, and epistemic conditions. However, vicarious responsibility
accounts for a sense of responsibility through which individuals can be held morally

responsible for the outcomes they do not have direct control over.

Ascribing responsibility in certain situations, particularly the ones involving advanced
technologies, can be complex, but it does not necessarily follow from this complexity
that ascribing responsibility is impossible. Thus, my argument aims to show that there
are ways in which we can hold individuals morally responsible for the moral harm

caused by LAWS. Therefore, the responsibility gap can be overcome.
4.1. Moral responsibility gaps

Technological advances introduce challenges to responsibility assignments due to the
complexity of situations to which computers contribute significantly. Johnson &
Powers (2005) argue that threefold factors shape the debate on techno-responsibility
gaps. Techno-responsibility gaps “are ontologically,... conceptually,... [and]
technologically complex” (Johnson & Powers, 2005, p. 99). Ontological complexity
stems from the fact that multiple actors are involved in realizing morally loaded
outcomes. For example, morally loaded action involving computer systems may
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include “modelers, coders, testers, documentation writers, system administrators, and
users” (Johnson & Powers, 2005, p. 99). The increasing number of ‘hands’ involved
in the morally loaded action is known as the “problem of many hands” (van de Poel,
2015, p. 50). The problem occurs when it becomes challenging to find individuals and
their relations to a morally loaded outcome. Nissenbaum (1996) sees the problem of
many hands as the characteristic of a computerized society, where many tasks in life
are done with software systems that “are constructed out of segments or modules. Each
module itself may be the work of a team of individuals,” (p. 39) and also computational
systems are mainly developed “in institutional settings,... large corporations,
government agencies and contractors” (p. 29). As a result, the number of individual

actors involved increases the difficulty of assigning moral responsibility.

The second factor is technological complexity. Machines’ advanced technical
capabilities pose challenges when assigning responsibility to human agents involved
in morally significant outcomes (Matthias, 2004). As machines become more
autonomous and capable of making complex decisions independently, it becomes
blurry who should bear responsibility for their actions. If the machine operates based
on rule-based algorithms, then the programmers and designers are morally responsible
for the machine’s actions. As discussed in the previous chapters, in cases where the
machine incorporates learning and adaptive algorithms, their action can be less

predictable and more difficult to attribute to their programmers.

Conceptual complexity is the third and final factor shaping the responsibility gaps. The
diversity of perspectives on responsibility paves the way for the different
conceptualization of responsibility gaps. In the present thesis, the moral responsibility
gap is the central concern (not, for example, legal responsibility gaps), and moral
responsibility is particularly understood as blameworthiness. In this sense, being
morally responsible for an action means that the agent is also blameworthy and should
account for the action. The reason I take responsibility as blameworthiness as the
viewpoint for my analysis is the fact that the moral debate surrounding the
responsibility gap focuses on the culpable aspect of moral responsibility (Santoni de
Sio & Meccani, 2021; Konigs, 2022). Before concentrating on moral responsibility

gaps, however, we need to have an understanding of moral responsibility in general.
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4.2. What is moral responsibility?

The metaphysical discussion on free will and determinism has been one of the most
central issues in the general debate on moral responsibility (Talbert, 2022). In its
essence, the debate on free will focuses on the view that if determinism is true, we do
not have free will. In a moral context, this would mean that we cannot hold anyone
responsible because they could not act otherwise. After all, the law of nature
determines all actions. If we cannot control our actions or refrain from specific actions,
then we cannot be responsible for that action or omission. Intuitively, free will seems
to be the necessary condition to be held morally responsible. However, the thesis of
determinism claims that an agent acts in a way not because of free will but because of
the forces pre-determined by the law of nature. This holds that not only forces by other
agents but also ones such as neurobiological determinations lead to a specific course
of action. Accepting such a view could leave the moral responsibility assignments
unjustifiable because the law of nature determines the course of action one would take
regardless of whether the agent intends to take those actions. While the free
will/determinism discussion is an important endeavor, the free will debate is outside
the scope of this present thesis. In fact, Strawson thinks that our interpersonal
relationship concerning moral responsibility is not necessarily contingent upon “a
general theoretical conviction [about determinism]” (2008, p. 12). This means that
even if the advances in sciences such as neuroscience show that physical or
neurobiological causes pre-determine all our behaviors, our interpersonal practices,

such as holding people morally responsible, would not necessarily change.

In the Strawsonian view, our interpersonal relations consist of two kinds of attitudes:
the “objective” and “reactive attitudes” (Snowdon & Gomes, 2023, section 8, para. 2).
Objective attitudes are aligned with the thesis of determinism, where we are inclined
to have such attitudes towards individuals whom we perceive as “incapacitated in
some or all respects for ordinary inter-personal relationships” (Strawson, 2008, p. 13).
For example, someone suffering from a psychiatric condition is a target of an objective
attitude and is treated as “an object of social policy” (Strawson, 2008, p. 9).
Psychiatrically decapitated agents are perceived as persons in need of treatment, so
they are subject to deterministic mechanisms but not appropriate targets of moral

responsibility, praise, or blame. On the other hand, our reactive attitudes are preserved
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for individuals perceived as appropriate targets of some reactions such as resentment,
indignation, blame, praise, forgiveness, and so on. (Strawson, 2008). According to
this view, someone is a morally responsible agent if and only if they are an appropriate
candidate for certain types of reactive attitudes, such as blame or praise. Thus, building
upon the Strawsonian view, I will also confine my analysis of moral responsibility and
determinism to the assumption that moral responsibility and holding people
responsible are so embedded in our ordinary life that it is hardly conceivable that the

truth of determinism would alter their centrality in everyday experience.

This assumption, however, does not answer the question of how reactive attitudes are
appropriately assigned to others’ behaviors. What reactive attitudes offer is that our
moral responsibility practices do not depend on the metaphysical considerations of
free will and determinism, and moral responsibility assignments are integral to
ordinary life. However, under what conditions we have certain reactive attitudes
towards someone remains unclear. This question is a separate but highly related issue
to the compatibilism of free will and determinism because, since Aristotle, the
common views on the conditions of moral responsibility depend on the free and

voluntary actions of the agents.
4.2.1. Conditions of moral responsibility

In Nicomachean Ethics, Aristotle claims that we can blame or praise someone for their
“voluntary actions, i.e., actions done not by force, and with knowledge of the
circumstances” (1109b/30-35)°. This account thus proposes that a morally loaded
action, that is, an action that can be characterized as either praiseworthy or
blameworthy, requires an agent to do an action voluntarily, which is to act freely and
knowingly. Aristotle’s views on blame and praise have been mostly adapted and
minimally modified for the discussion of moral responsibility, and generally, at least
three conditions are accepted as a consensus for an agent to be counted as a morally
responsible agent: the epistemic, causal, and freedom condition (Noorman, 2023). The
conditions define how an agent relates to an action, and if the conditions are met, the
agent is a morally responsible agent; therefore, s/he is an apt candidate for blame.

Firstly, the epistemic condition for assigning responsibility requires that the agent is

° David Ross(trans.), Oxford University Press, p. 38.
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aware of the situation in a suitable manner. It would not be appropriate to hold
someone responsible for an action if they did not know or could not have known the
consequences of their actions. For example, suppose Bill has a bomb mechanism
embedded in his phone. Unbeknownst to him, when someone calls him, the bomb
activates and leads to Bill’s death. Bill’s friend, Alex, calls him, causing the bomb to
explode and killing Bill. In this case, can we hold Alex responsible for Bill’s killing?
It is important to note that Alex did not know that making a phone call would trigger
the bomb. Since she was unaware of the situation and lacked the requisite information,

holding Alex responsible and blaming her for Bill’s death would be morally unfair.

Secondly, the causal condition for assigning responsibility requires the agent to be in
a causal connection with the morally wrongful outcome. Causality is essential because
it would not make sense to hold someone responsible for an action to which they have
no causal relation. Causal responsibility, however, does not mean that the agent is
morally responsible. An earthquake, for example, might be causally responsible for
the deaths of many people, but it would not make sense to hold the earthquake morally

responsible and suitable to be blamed. '

Alternatively, imagine that your friend accidentally spills hot water on you. This
incident might evoke certain reactive attitudes towards your friend. However, your
reactive attitudes in this situation differ from those you would hold towards someone
who consciously intends to pour hot water on you. In both cases, there is causal
responsibility for the outcome of ‘you getting burned,” but the distinction in the two
cases lies in the fact that your friend did not have control over the action; in the latter

case, the person intended to harm you with hot water.

This latter point brings us to the last condition: the freedom condition. The freedom
condition includes the agent’s intents, desires, and wants. If the agent is coerced by
someone or compelled by forces other than their own will to do X (e.g., action or
omission), then we cannot hold the agent responsible for X. While there are contested

views on all three conditions, the freedom condition is arguably the most debated one

10 Natural disasters might be blamed in cultures where the spiritual system of that culture allows one to attribute
moral agency to natural disasters. Suitable candidates for reactive attitudes, therefore, are greatly dependent on the
culture one lives in.
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because of the challenges from the thesis of determinism. Also, what the intents, wills,

and desires mean is not philosophically clear.!!

As discussed previously, the views on moral responsibility in the present work depend
on the Strawsonian assumption that moral responsibility and the freedom condition,
particularly, are integral parts of interpersonal relations in ordinary life. This
perspective avoids discussing the extensive debate surrounding determinism, free will,
intentions, desires, and related topics. It is worth noting that not only the freedom
condition but also both the epistemic and causality conditions have rich and diverse
philosophical debates associated with them. However, the primary focus of this thesis
is more practical in nature, emphasizing real-world implications of moral
responsibility within the context of LAWS rather than delving into the philosophical
considerations of the above-referred topics. As a result, the thesis will not challenge
the three commonly held conditions of moral responsibility. Thus, satisfying these
conditions —meaning that the agent causes a morally wrongful outcome freely,
knowingly, and causally— will suffice to claim that the agent becomes morally

responsible and blameworthy for the resulting consequences.
4.3. Moral responsibility and LAWS

In his seminal paper Killer Robots, Sparrow (2007) argues that it is impossible to hold
anyone morally responsible for the actions of LAWS, thereby leading to a
responsibility gap. He sees that the responsibility gap is the most important reason that
the deployment of LAWS would be unethical because “it is fundamental condition of
fighting a just war that someone may be held responsible for the deaths of enemies....
In particular, someone must be able to be held responsible for civilian deaths”

(Sparrow, 2007, p. 67).

As previously discussed, responsibility gaps emerge in situations where a morally
significant outcome occurs. Yet, it becomes difficult, or even impossible, to identify
an individual who satisfies the conditions of moral responsibility and can be justly held
responsible for that outcome. Thus, for a responsibility gap to occur in the case of

LAWS, there should be no individual who either knew or could have reasonably

11 For a philosophical view on intentions and responsibility, see, for example, Mele & Sverdlick, 1996.
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known the consequences of the actions of LAWS (epistemic condition). The same
agent should lack control over the actions of LAWS in the sense that they would not
intend to cause the consequences or could not have prevented them from occurring

(causal and freedom conditions).

Within the context of LAWS, the actors behind the actions of LAWS can be
understood and allocated across three layers. At the first layer, we have the machine
itself, as it directly engages in carrying out the actions. The second layer is the users
or deployers of the machine. This could be a human commander who made a decision
with certain intentions to employ the machine. Finally, the third layer is the designers
of the machine.'? The designers’ intentions are allocated to the design, development,

and programming of the machine.

Identifying these three layers as potential loci of moral responsibility for the actions
of LAWS, I will now address Sparrow’s argument asserting that none of the agents

within these layers satisfy the conditions of moral responsibility.
4.3.1. The robot

At first glance, it may appear that it is nonsensical to ascribe moral responsibility to
the robot itself for its actions. However, it is useful to understand the reasons why
discussing the moral responsibility of machines in their actions is unfeasible and that
we cannot assign responsibility to them. Since conditions of responsibility are
commonly perceived as capacities exclusive to humans with consciousness, the notion
of holding machines responsible for their actions appears counterintuitive. Indeed,
Levy (2014) argues that consciousness is the most important prerequisite for moral
responsibility. Sparrow(2007), in a similar vein, poses consciousness as a necessary
prerequisite of moral responsibility, albeit in a more specific manner, asserting that
moral responsibility requires the capacity to experience emotions such as guilt and

suffering. His argument depends on the claim that,

X is considered morally responsible if and only if three conditions are met:

(1) X is an appropriate candidate for blame; (ii) it is conceivable to impose

12 T use the term “designers” to refer to the agents involved in the design, programming, and development stages,
rather than using the terms “designers,” “programmers,” and “developers” separately.
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punishment on X; (iii) it is conceivable for X to suffer as a result of

punishment. '3

This means that for robots to be considered morally responsible, they must fulfill the
three conditions. First, in (i), the “appropriate candidate for blame” is subject to diverse
interpretations and conditions set for moral responsibility, and consciousness might be
conceived as the necessary condition to be an appropriate candidate for blame. Second,
in (i1), Sparrow subscribes to a retributivist perspective on punishment — the notion
that the wrongdoers deserve punishment as a consequence of their actions. Finally, in
(i11), for Sparrow, the most plausible account of punishment is that punishment
“requires that those who are punished, or contemplate punishment, should suffer

[emphasis added] as a result” (Sparrow, 2007, p. 72).

Even if we were to set aside the first two conditions, Sparrow highlights the importance
of consciousness in the third condition, specifically that punishment necessitates the
capacity to suffer. As of now, it is not plausible to expect these conditions to be met
by robots, given the absence of subjective experience of suffering in robots.
Nevertheless, some argue that advanced learning capabilities and autonomous
capabilities will make machines appropriate candidates for moral responsibility. For

example, Hellstrom (2013, p. 105) claims that,

[A]ldvanced learning capability will not only make it harder to blame
developers and users of robots, but will also make it more reasonable to assign
responsibility to the robots. If a robot learns and changes behavior as a result
of praise and blame it receives, it may actually make sense to ‘‘punish’’ the
robot.'*
An important distinction between Sparrow and Hellstrom lies in their
conceptualization of punishment. Hellstrom’s proposal does not depend on the belief
that the wrongdoer should be punished and suffer; instead, it centers on the idea that

the robot modifying its behavior to prevent the recurrence of the same wrongful actions

constitutes a justification for punishment. Hellstrom thinks of punishment as a means

13 This is not a general description of moral responsibility; rather it is the reformulation of Sparrow’s argument.
This section is an analysis of responsibility gap in LAWS as proposed by Sparrow.

14 Here Hellstrom refers to reinforcement learning - one of the methods in machine learning. In reinforcement
learning, machine takes several action and receives a reward that indicates how good or bad the action was. As a
result, the machine tries to maximize the reward by taking the best actions. (For more detailed account of
reinforcement learning, see, Alpaydin, 2016).
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to an end. For this view, punishment is a deterring means for achieving the end that
the same wrongs do not occur in the future. Here, punishment is conceived as a
preventive effect on people because it is assumed that people avoid suffering;
therefore, they deter from misdeeds. If we can achieve the end that an agent is deterred
from a misdeed, then other methods would be as plausible as imposing punishment,

such as an update in software or hardware of a robot.

Although very much debated and criticized by the proponents of alternate methods,
such as rehabilitative theories, retributivist punishment is both common-sensical and
supported by many moral philosophers (Danaher, 2016). Moreover, Danaher, drawing
on both ethnographic and psychological evidence, claims that “humans are innate
retributivists” (2016, p. 299). The moral plausibility of punishment, conceived as a
robot altering its behavior in response to praise and blame, may appear somewhat
unintelligible in the context of LAWS because this view would amount to informing
the victims of war crimes that “the responsible robot has been punished”. How
plausible this punishment is in the context of serious war crimes is questionable. The
burden of proof falls on the proponents of this view to demonstrate that such a form

of punishment also meets the needs and expectations of the victims of wrongful acts.

Furthermore, suffering is not only essential to punishment, but for robots to have moral
status, they would have to possess “psychological and social properties, such as
capacity for rational thought, pleasure, pain, and social relationships” (Schwitzgebel
& Garza, 2015, p. 101). Therefore, conceiving punishment as correcting one’s
behavior in accordance with reward and punishment and that robots satisfy this
condition would not be sufficient to claim that robots would also have moral status.
As of now, machines do not possess psychological and social capacities, such as
suffering, and it is hardly possible to envision how a robot could be subjected to

traditional forms of punishment.

Let us set aside such questions and rather assume the prospect that robots will be
appropriate candidates for moral blame and that they will even have the capacity to

experience emotions or convincingly simulate emotions, especially suffering.

Affective computing is a specialized field that investigates the potential of replicating
human affects in machines (Picard, 2000). In the context of LAWS, for example, a
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machine could simulate the experience of pain as a consequence of punishment.
However, even if affective machines were capable of simulating emotions to a high
degree, it remains an open question whether this would lead to them being regarded as
moral agents and whether it is desirable to develop affective machines within the

context of LAWS.

There are three problems pertaining to the development of affective LAWS. Among
these, two of them appear to be in contradiction with the initial motivations that drive
the development of LAWS. The third is a broader concern regarding affective

machines in general, which extends beyond the specific context of LAWS.

The first problem is that if robots have advanced to the point where they can experience
emotions and participate in social interactions as part of human moral practices, their
losses in warfare will evoke similar emotional responses as those experienced when
human soldiers are lost on the battlefield. This is so because LAWS “would have
become our soldiers, and we should be as morally concerned when our machines are
destroyed -indeed killed- as we are when human soldiers die in war” (Sparrow, 2007,
p. 73). This contradicts the initial motivation to develop LAWS in the first place, which
is to reduce the loss of human soldiers. If we were to experience the same empathetic
emotional responses to the “killing” or destruction of LAWS as we do for human
casualties, then the consequentialist advantage of reducing human soldier casualties is
diminished. This is because the emotional responses such as sadness, pain, anger, and

desire for revenge would still remain.

The extent of our emotional responses to the “death” of a robot compared to the ones
we might have for the loss of humans is unclear. However, this question should be
addressed if one is to argue that LAWS can become suitable candidates for blame and
that they can be developed to be held morally responsible and “suffer” as a result of

their actions.

Consequently, it raises the question of whether affective LAWS should be developed
in such a way that they can be apt candidates for moral responsibility and held
responsible for their actions through punishment, but not to the extent that we develop
strong emotional connections or states toward them. This balance between
responsibility and emotional attachment is a critical ethical consideration in the
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development of advanced LAWS. The second problem, which is relevant to the
aforementioned problem, is about the question of whether equipping LAWS with
emotions like pain, guilt, anger, etc., would impair their judgment. It has been argued
that one of the most significant drawbacks of human soldiers is their susceptibility to
emotions, which can lead to poor decision-making and result in atrocities and war
crimes. In contrast, LAWS that are devoid of such emotional states might be
considered more human than humans because they would not be subject to emotions
that “cloud their judgment” (Arkin, 2009, p. 29). Thus, the paradox remains: LAWS
with emotions could be considered morally responsible, but introducing emotions to
them might compromise their effectiveness and ethical behavior on the battlefield due

to the influence of these emotions.

Finally, the third problem is a rather broader ethical question about the morality of
creating machines with emotions, not primarily in relation to the harm they might
inflict on humans as raised in the previous problem, but rather in terms of the pain and
suffering these machines themselves could experience. Wallach and Allen (2009), for

example, express this concern:

If robots might one day be capable of experiencing pain and other affective
states, a question that arises is whether it will be moral to build such systems
—not because of how they might harm humans, but because of the pain these
artificial systems will themselves experience. In other words, can the building
of a robot with a somatic architecture capable of feeling intense pain be
morally justified and should it be prohibited? (p. 209)

To conclude, the development of affective LAWS for the purpose that they might be
part of our moral responsibility practices and, as a result, can be blamed and punished
introduces complex problems. Within the context of LAWS, affective machines would
lead to contradictions between the original rationale to build LAWS and the

consequences of equipping them with emotions.

In my analysis, two contradictions have been pointed out. The first is about the claim
that LAWS would reduce the loss of human soldiers and, therefore, reduce the
emotional burden of losing humans on the battlefield. However, the prospect that
robots could be held morally responsible and punished would also entail that there is
a degree to which humans will develop other emotional responses towards robots. The

dilemma in this problem stems from the claim that robots would have sufficient
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emotions to be held responsible and yet not to such an extent that it triggers other
emotional responses in humans, including feelings of sadness, anger, and pain as a

result of the “death” or “injury” of these robots.

The second is that, unlike social robots such as caregiving robots, integrating human-
like emotions into LAWS can lead to even greater risks, including the potential for
acts of vengeance, fear, cowardice, etc. The dangers associated with LAWS exhibiting
emotions in the context of warfare outweigh any potential benefits of developing them
with emotions for the purpose of punishment. Thus, while affective computing can
enable certain autonomous machines to simulate emotions, developing LAWS with
emotional intelligence does not offer a viable solution to the issue of holding them
responsible. The third is a broader ethical dilemma surrounding the question of
whether it is morally justifiable to build robots with the capacity to feel pain and other

emotional states.

As a result, in order for a robot to be held morally responsible, it should either
experience emotions or express emotions as if it experiences them. However, this
expression should be “in ways that will establish the moral reality of these states”
(Sparrow, 2007, p. 72). In other words, robots must possess a level of emotional
capacity for us to impose punishment on them as a result of their blameworthy act. If
machines lack this emotional capacity, then it is not intelligible to hold them morally
responsible. Moreover, I have also argued that it is not ethically desirable to build
LAWS with affective capacity because such machines are contradictory to the initial
rationale to deploy them on the battlefield — the view that LAWS are more
advantageous than humans because they are not subject to emotional states which blur

the judgment of human soldiers in the battlefield.
4.3.2. Human agents: The commander and the designer

After the direct causal relation between the robot and its actions. The second and third
layer consists of deployers and developers of LAWS. Regarding their roles in the
consequences of the robot’s action, deployers and developers in the actions of LAWS
may have control over LAWS to some extent. Deployers of LAWS could be
commanding officers who order the robot to execute tasks in certain geographical
locations and for certain periods of time. Before deploying the machine, they have the

48



decision-making authority to limit the operational space and time of the machine.
Holding deployers responsible would be fair if they choose to deploy the machine in
a geographical area that falls outside the machine’s designed scope, as they willingly

assume the associated risks of deploying a machine outside of the design parameters.

The deployers can provide general instructions and objectives for the machine, but
each individual action the machine will take is unpredictable and beyond the
commanding officers’ control. Consequently, holding commanders responsible for the

machine’s actions would be unjust. Sparrow claims,

The autonomy of the machine implies that its orders do not determine (although
they obviously influence) its actions. The use of autonomous weapons
therefore involves a risk that military personnel will be held responsible for the
actions of machines whose decisions they did not control. The more
autonomous the systems are, the larger this risk looms. At some point, then, it
will no longer be fair to hold the Commanding Officer responsible for the
actions of the machine. If the machines are really choosing their own targets
then we cannot hold the Commanding Officer responsible for the deaths that
ensue. (2007, p. 71)

In a similar vein, the third layer, developers of LAWS, would not be held morally
responsible because “[t]he connection between the programmers/designers and the
results of the system, which would ground the attribution of responsibility, is broken
by the autonomy of the system” (Sparrow, 2007, p. 70). In other words, the robot with
autonomous capabilities will take an action that is neither intended nor reasonably

foreseeable by its developers.

As discussed in the previous chapters, programming a machine for complex tasks
introduces uncertainty, as the machine may exhibit behaviors that were neither
anticipated nor intended by its programmers. The uncertainty is even more at stake
when machine learning algorithms are employed, as the machine learns from and
adapts to its environment. Even if a machine is programmed with a set of general rules
to abide by, which the proponents of LAWS propose, it is still hardly possible to
foresee how these rules will be applied in particular situations. While the machine
generally operates within the rules, there will be instances where the application of
these rules leads to outcomes that the programmer cannot foresee. Therefore, it would
be unfair to hold programmers responsible for actions that they did not have control
over.
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In considering the responsibility for the actions of LAWS, developers, along with
commanding officers, can only fulfill the causality condition. While these individuals
may be causally related to the actions of the LAWS, they do not satisfy the other two
conditions, freedom and epistemic conditions. They may have neither intentions for
the morally harmful outcome nor complete knowledge of the consequences resulting

from the robot’s actions.

Ultimately, for Sparrow(2007), these considerations give rise to a responsibility gap.
On the one hand, we cannot hold the machine itself responsible for its actions as it
lacks the necessary conditions for moral agency. On the other hand, humans involved
in the operations of LAWS may no longer fulfill key conditions of moral
responsibility, such as having knowledge of the consequences and having intents
behind the actions of the machine. Therefore, this leads designers and deployers to
defend themselves on the moral grounds that they do not have control over the harmful

actions of LAWS.
4.4. Bridging the gap

After analyzing the responsibility gap within the context of LAWS, I will now turn to
a specific solution for addressing this gap. In the subsequent part of the chapter, I will
present a potential solution to bridge the responsibility gap in LAWS by exploring an
alternative interpretation of moral responsibility, known as vicarious responsibility.
Vicarious responsibility arises in situations where one agent bears responsibility for
another’s actions, even if that agent did not have direct control over the actions of
another. In this section, I will demonstrate how designers of LAWS, contrary to

Sparrow, can be held morally responsible for morally harmful outcomes of LAWS.
4.4.1 Direct control and responsibility

Previously, it has been proposed that an agent is morally responsible on the condition
that that agent fulfills causal, freedom, and epistemic conditions. Once the agent
satisfies all these conditions, then the agent is morally responsible. The responsibility
gap argument, thus, claims that nobody satisfies these three conditions in the harmful
conduct of LAWS. The argument against the responsibility gap would proceed as

follows:
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(1) If there is an agent retaining control over the actions of LAWS, then there
is no responsibility gap.
(i1) An agent retains control over the actions of LAWS.

(iii))  Therefore, there is no responsibility gap.

In order to reject the responsibility gap, there have been several attempts to show that
(i1) an agent has control over the actions of LAWS. The common feature of arguments
for control is that they aim to show that control does not necessarily require “direct

controlling.” (Santoni de Sio & van den Hoven, 2018, p. 10).

The absence of control over the actions of LAWS is assumed particularly as the
absence of direct control. The physical distance between the outcome and the agents
seems to indicate that agents lack control over the outcomes. In this context, I have
also referred to layers in the actions of LAWS. I explained that there is a direct causal
relationship between the machine and the consequences of its actions, while
operators/commanders are in the second layer, and designers are in the third layer.
However, the distance in time and space does not mean that the agent loses control
over the outcomes, “as control in a morally relevant sense allows for technological
mediation and separation of the human agent and the relevant moral effects of the acts

that he [she] is involved in” (Santoni de Sio & van den Hoven, 2018, p. 10).
4.4.2. Vicarious responsibility

Moral responsibility generally involves a direct relationship between the agent and the
action, meaning that there is a minimal distance in terms of both time and space
between the agent and the action. However, in many cases, there can be no direct link
between the agent and the action. Let us suppose that you are invited to your friend’s
house, and you take your dog with you. While visiting your friend, who has a
sketchbook full of drawings she has created over the years, your dog ends up damaging
the notebook by biting it. Who would be responsible for the damage in this scenario:

the dog itself, you, or your friend?

In situations like this, even though you may not have direct control over your dog’s
actions in the way you would over your own, there is still a sense of moral

responsibility on your part. You are supposed to respond to the situation distinctively
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and differently from another person who is just a bystander. For instance, you would
be expected to offer apologies to your friend, try to find ways to compensate for the
damage, take precautions to prevent your dog from causing similar incidents in the
future, and so on. Put shortly, you are expected to take responsibility for the actions of
your dog. In a similar vein, if you fail to take responsibility, such as not responding in
the ways exemplified above, there is a moral sense that you react to the situation in a

morally inappropriate way.

This understanding of moral responsibility is vicarious responsibility, where an agent
bears responsibility for the actions or behaviors of another entity (Mellor, 2021;
Goetze, 2021; Glavanicova & Pascucci, 2022). This other entity can be another human,
a non-human animal, a collective, or a robot. Vicarious responsibility emerges
between two entities because of a special type of relation one has with another entity,
which Goetze calls “moral entanglement” (2021, p. 220). So far, there is still an
obscurity of that special moral relation between two agents that allows one to take
responsibility for another’s actions. For example, let us consider the case of the
designers, as they are seen as the most appropriate candidates for moral responsibility
in the outcomes of autonomous systems (Goetze, 2022; Taylor, 2021; Gotterbarn,

2001).

The designers influence the actions of an autonomous system. The designers’
intentions, in some abstruse sense, are present in the LAWS. Goetze, for instance,
claims that the intentions of the designers become apparent in their control over “when
the training [of machine learning system] has been successfully completed,...
choosing the training dataset, creating the reward function, tuning the
hyperparameters, and so on” (2022, p. 9). In addition to the software, designers’
choices of hardware, such as the type of the munition (bomb, bullet, etc.), contribute
to the moral entanglement of the designer’s agency with the machine and its actions.
In addition to these choices, designers of autonomous systems will often be required
to address and take actions to rectify the harmful behaviour by, for instance, updating

the software or hardware of the system (Goetze, 2022).

Thus, two aspects of moral entanglement appear. First, the intentional decisions made

by the designer regarding the software and hardware components of the system
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contribute to the moral entanglement of the designers with the machine. Second, their
expertise makes the designers appropriate candidates for correcting the harm the
machine causes, and as a result, makes them somewhat related to the LAWS’ harm.
Thus far, these two aspects give a sense of moral entanglement between the designer

and the LAWS.

However, it seems plausible to claim that this analysis is far from being clear. Goetze
also accepts this obscurity of moral entanglement by claiming that in real-world
scenarios, “what we are personally responsible for are often genuinely unclear” (2022,
p. 8). Thus, there remains uncertainty and obscurity in the explanation of moral

entanglement that gives way to vicarious responsibility.

In what follows, however, I aim to provide a clarification for the claim that designers
of LAWS are vicariously responsible for the machine’s actions. For this purpose, I will
draw upon Glavanicova & Pascucci’s (2022) definition of vicarious responsibility.'3

According to this definition, agent A is vicariously responsible for Q if and only if
— (1) Q is a morally harmful outcome in a set X;

— (i1) an agent B causally contributes to bringing about Q;

— (ii1) A is voluntarily involved in a relation R with B;

— (iv) the set X falls within the scope of the relation R.

To better grasp this definition, let us consider a hypothetical case of LAWS killing a

surrendering soldier (an illegitimate target):

-(1) ‘the surrendering soldier is killed’ is a morally harmful outcome in a set ‘some

target is killed or no target is killed”!¢

15 For our purposes, | have modified Glavanicova & Pascucci’s account. The original formulation of their analysis
is as follows: “A normative party A is vicariously responsible for a proposition P if and only if (i) P instantiates a
prohibited proposition in a set X; (ii) an entity B causally participated in bringing about P; (iii) A is voluntarily
involved in a relation R with B; (iv) the set X falls within the scope of the relation R” (2022, p. 17).

16 Here I used Himmelreich’s distinction between particular and general outcome. He defines “Outcome A: this
particular target is bombed; Outcome B: some target is bombed or no target is bombed” (2019, p. 738). Outcome
A is a strict subset of outcome B. Himmelreich claims that commanders would be responsible for the outcome B,
where outcome A is not intended in and of itself but intended as a risk. Taking risk entails responsibility. Therefore,
commander would have to justify why they took a risk by giving an order. Although Himmelreich does not focus
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-(i1) LAWS causally contributes to bringing about ‘the surrendering soldier is killed’
-(ii1) The designer is voluntarily involved in a relation ‘design’ with LAWS

-(iv) the set ‘some target is killed or no target is killed’ falls within the scope of the

relation ‘design’

Therefore, the designer is vicariously responsible for ‘the surrendering soldier is

killed.’

In this instance, (i) means that the surrendering soldier’s death is within the potential
outcomes that LAWS can cause, i.e., some target is killed or no target is killed. (ii)
refers to the causal contribution of LAWS to the event. LAWS Kkills the soldier, so it
is in a causal relation with the soldier’s death. The (iii) is particularly important
because, as discussed above, the designer’s intentions and choices over the software
and hardware of the system during the design phase influence, though not entirely
determine, how LAWS operate in warfare. This also entails the designer’s voluntary
involvement in the corporation that manufactures LAWS. For (iv), the morally
relevant relation is the ‘designing’ relation between the designer and the LAWS. The
general purpose of manufacturing LAWS is to engage targets, and this entails that
LAWS will engage some targets during their operation. Note that the designer neither
had direct control over the particular outcome nor was s/he aware that LAWS would
engage that particular target. However, there is still control of the designer in the

morally relevant sense over that particular outcome.

Consequently, these considerations demonstrate the ways in which the designers can
be held morally responsible for LAWS’ actions. This refutes the responsibility gap
argument by proving the premise that some agents retain control, albeit indirectly, over

the actions of LAWS. Therefore, the responsibility gap can be overcome.

However, the above clarification does not aim to argue that, in all circumstances, the
designers would be responsible. There may be particular cases where, for example,

moral harm is caused by many other factors that are outside the scope of the relation

on vicarious responsibility. The commander’s case is also applicable to the definition. ‘some target is bombed or
no target is bombed’ falls within the scope of ‘ordering to deploy LAWS.” Thus, commanders would be vicariously
responsible.
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design. In order to clarify what the scope of the design relation entails, some further

remarks must be made before closing the present chapter.
4.4.3. Scope of vicarious responsibility

The above-proposed solution might not be applicable in all circumstances that a
LAWS engages in a morally harmful action. For instance, if a commander knowingly
deploys LAWS in geographical locations where they are not designed for, and the
system causes a harmful outcome. In this case, a responsibility gap would not emerge
because the commander, by deploying the machine in a situation that is outside of the
systems’ design parameters, would be morally responsible for the morally harmful

outcome.

Another objection would be to clearly define the scope of design relation, such as
written agreements, so as to limit the vicarious responsibility of designers. Although
it is not a fully developed counter-argument, Sparrow(2007) has raised this objection
to holding designers responsible. According to him, it would be even more difficult to
hold designers responsible if they “acknowledged the limitations of the system” (2007,
p. 69). If designers explicitly acknowledge the limitations of their design and this
acknowledgment is clearly defined in written agreements, it could impact the scope of
the relation ‘design’. This means that if the scope of the design relation is determined
by written agreements with the buyers, then this could exempt designers from
responsibility for morally harmful outcomes. However, limiting the scope of design-
work to acknowledging the limitations of the system could only exempt designers from
legal responsibility. For instance, limiting the scope of the design relation by
agreements could protect designers from certain legal liabilities, such as paying
compensation to the victims. However, the acknowledgment of the limits of their
design does not necessarily absolve designers’ moral responsibility. Thus, I think that
this objection would only be the case for legal responsibility, but accepting the
limitations in their design would not exempt designers from moral responsibility.
Moreover, this type of exemption from moral responsibility would also require moral
justification of playing a “moral gambit” on the lives of the innocent (Taddeo &
Blanchard, 2022a, p. 17). In other words, the agreement would mean that the designers

willingly take the moral gambit on the lives of others and violations of ethical
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principles in warfare. The scope of design relation, even if designers acknowledge the
limitations, would still entail the moral harm resulting from LAWS’ actions. Thus,

their vicarious responsibility would still remain.

Another more challenging example would be the case of group responsibility. At the
beginning of this chapter, I mentioned that three complexities are contributing to the
responsibility gaps in technologically mediated outcomes: conceptual, technological,
and ontological complexities. The ontological complexity constitutes a particular
challenge for holding an individual responsible because there are many agents

contributing to the outcomes mediated by technological systems.

One could claim that the vicarious responsibility solution to the responsibility gap
remains problematic for real-world scenarios concerning military decisions, where the
factors contributing to moral harm are often caused by the decisions made by multiple
layers distributed within and beyond military organizations (Schulzke, 2013). Taylor
(2020), for instance, suggests that “a number of distinct groups might be identified as
potential loci of responsibility: the government, the military, and the developers of
LAWS” (p. 327). Given this distributed nature of technologically mediated outcomes
in the military context, it would be unfair to expect an individual to cover “the full
gravity of the moral harm done” (de Jong, 2020, p. 732). This objection is even
stronger when considering the fact that technological artifacts are often developed by
multiple individuals and organizations, where it is not plausible to pinpoint one
individual responsible for the whole design process. Because of this ontological
complexity, it could be argued that responsibility should either lie on the collective as
a whole or should be shared by the individuals in the design, development, and

deployment stages of LAWS (Floridi, 2016; Taddeo & Blanchard, 2022a).

However, neither of these positions refutes the vicarious responsibility of designers.
My argument is not that the designers are the only candidates for moral responsibility.
Instead, I have aimed to show in what sense designers can be held morally responsible.
Designers’ vicarious responsibility can be incorporated into the group’s moral
responsibility for LAWS actions. The group agency in the context of LAWS would
consist of individuals involved in LAWS’ design, development, and deployment

stages. Since the morally harmful outcome of LAWS occurs due to the decisions made
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in the multiple layers of these stages, as the argument goes, the group is perceived as
the agent of the outcome and morally responsible for that outcome. Designers are
members of the group that is the morally relevant agent for the outcome and are
necessary members of that group to be the agent of morally harmful consequences.
More precisely, my proposal explains why designers must be a necessary member of
the group agent that is morally responsible for the outcome. Therefore, the vicarious
responsibility of designers would align with the view that responsibility should either
lie in the collective as a whole or be distributed to individual members of that

collective.
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CHAPTER 1V

CONCLUSION

In this thesis, I investigated the moral problems of lethal autonomous weapon systems
(LAWS). The main concern of the thesis is the question of whether LAWS lead to
responsibility gaps. I have argued that it is possible to hold designers of LAWS
responsible, albeit in a vicarious sense, for the conduct of these systems. Thus, the

responsibility gap problem can be resolved.

In Chapter 2, I analyze different definitions and frameworks used in the literature to
define LAWS. The chapter shows that there is confusion over the descriptions of
LAWS. This problem occurs because there is limited knowledge about the precise
nature of LAWS. Because of this, the debate is primarily speculative; it relies on
predictions about future technology. However, to better understand LAWS, I have first
analyzed the often-cited definitions of the US Department of Defense and the
International Committee of the Red Cross. Both of these definitions highlight an aspect

of autonomy in weapon systems: functioning without human intervention.

After discussing these definitions, I have analyzed autonomy in machines. Autonomy
in machines refers to the capacity of a machine to operate independently of human
intervention in its operation. However, this is a limited view of autonomy in machines
because this understanding would include machines executing relatively simple tasks.
For example, household appliances such as washing machines also work
independently of human intervention after starting the machine. Thus, further
parameters have been discussed: the complexity parameter and the type of functions

automated.
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The former refers to the three-dimensional complexity in autonomous systems, and
the latter is about the question of which functions of a system, when automated, make
the system as a whole autonomous. The threefold complexity that makes autonomous
machines different from the ones that execute relatively simple tasks consists of the
complexity of the machine, the complexity of the task assigned to the machine, and
the complexity of the machine’s environment. The interrelation between these three
complexities contributes to the autonomy of machines. The first refers to the inherent
complexity of the machine, more particularly the advanced software and hardware
features. The second is the complexity of the task assigned to the machine, for instance,
the difference between the tasks stopping the washing cycle in washing machines and
automated braking when a pedestrian is detected in self-driving cars. The third factor,
related to the aforementioned complexities, refers to the environmental difficulty,
where the difference between structured environments and unstructured environments
becomes necessary for assessing the autonomy of machines. Along with the machine’s
complexity, task complexity, and environmental difficulty constitute the complexity

parameter in machine autonomy assessments.

After the complexity parameter in autonomy in machines, I have discussed the third
parameter: the type of decisions or functions automated. This parameter refers to a
shift in the perception of autonomy in machines. It suggests that instead of viewing
machines as autonomous in their entirety, it emphasizes the importance of focusing on
the specific decisions or functions when automated make a machine autonomous. For
instance, significant attention in autonomy in weapon systems debate has been given
to the automation of killing function while functions such as target recognition (i.e.,
identifying and prioritizing targets but not actual killing) have been automated for a
long time. Thus, according to this parameter, autonomy is not a blanket characteristic
but rather a quality that emerges when certain functions of a machine’s operation are

automated.

After analyzing autonomy in machines, I turn to the discussion on autonomy in
weapon systems. In order to assess the autonomy of weapon systems, there is a
prevalent framework in the literature on autonomous weapon systems. This framework
exemplifies three types of weapon systems in relation to the role played by human

operators in the targeting loop. According to this framework, human operators can
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either be in-the-loop, on-the-loop, or out-of-the-loop. Human-in-the-loop systems are
those systems that have autonomy for some tasks (e.g., tracking, detecting, prioritizing
targets), but they depend on the human operator to make the ultimate decision of firing
to a particular target. Human on-the-loop systems are considered to execute all the
tasks in the targeting loop independently of human operators, but they cannot finalize
the targeting loop without the approval of a human operator. This means that human
operators can also intervene and override the system’s actions. According to DoD
(2023), human-on-the-loop systems are also considered autonomous weapon systems
because they can undergo the targeting cycle on their own, that is, independently of
human operators. The third type of system is the human out-of-the-loop system. This
type of system is the focus of the debate on LAWS because these systems require
neither human input, as in the human in the loop, nor supervision, as in the human on
the loop systems. The moral question raised in this thesis also mainly concerns this

latter type of weapon system.

Consequently, the analysis in Chapter 2 aims to clarify the confusion around the
definitions of LAWS. I conclude this chapter by pointing out that the lethality of these
systems is an important factor, which explains my deliberate use of the term “lethal

autonomous weapon systems” instead of, for example, autonomous weapon systems.

Chapter 3 concerns the ethical issues surrounding LAWS. The chapter starts with a
brief explanation of the ethical theory that governs the conduct in warfare: just war
theory, more precisely, jus in bello, and legal framework, international humanitarian
law. However, the main ethical discussion in this chapter revolves around particular
principles of jus in bello and THL: the principle of distinction and the principle of
proportionality. The former principle prohibits attacks on noncombatants, and the
latter prohibits attacks on civilians that are not proportionate to the military advantage

to be gained.

Critics of LAWS claim that LAWS will fall short of complying with these two
principles because compliance with these principles requires human judgment. For
instance, the category of civilian and combatant is unclear because it often depends on
the awareness of the humans’ behavior at a certain time. The obscurity in defining the

categories of who is a legitimate target is often resolved by human situational
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awareness. For example, soldiers who fall sick, wounded, or surrendering are
considered hors de combat; they are no longer legitimate targets. Similarly, the
principle of proportionality is a challenge that LAWS would have difficulty abiding
by because it requires the judgment of how much collateral damage is acceptable for
the military advantage to be gained. The proportionality principle poses a problem
because LAWS would have to make decisions on the lives of innocent victims. This
implies that the decisions, such as the number of civilians casualties resulting from an

attack, would be made by machines.

Another factor, critics argue, that makes LAWS inappropriate for warfare is the
inherent unpredictability in LAWS. Unpredictability is an important concern because
it would constitute the reason for a ban on LAWS. After all, unpredictability in the
war would mean that LAWS cannot be entrusted for compliance with the principles of
just in bello. That is, the inherent unpredictable behavior of LAWS would make their
deployment unethical because humans cannot predict if their action would comply
with the principles of distinction and proportionality. Therefore, there would

inevitably be violations of jus in bello principles.

Contrary to the opponents’ views, proponents of LAWS contend that these machines
can (potentially) reduce the unpredictability of warfare by reducing human errors.
They highlight that LAWS’ advanced sensory abilities outperform the human soldiers’
capabilities. LAWS’ capacity to process data faster than humans could lead to
minimizing human errors in warfare. This means that LAWS can collect more
information before taking lethal action. Additionally, deploying LAWS would prevent
human soldiers from harm’s way, mitigating the risk of casualties. As a result, LAWS
would reduce unpredictability and unethical behavior in warfare, as they would not be

subject to the physical, psychological, and cognitive limitations that humans have.

Proponents argue that these systems will have relatively less unpredictable behavior
than humans because they will be based on rule-based algorithms. According to this,
LAWS’ autonomy means that they operate without direct human input, but they
strictly follow instructions given beforehand to the system’s algorithm. For this reason,
LAWS would perform better than human soldiers because they will be bound by strict

ethical rules that they will abide by in most circumstances. Since the unpredictability
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of LAWS shapes the views in favor of and against the use of LAWS, it has been

discussed in relation to its ethical implications.

In Chapter 4, I have focused on the question of whether the use of LAWS leads to a
responsibility gap. The responsibility gap stems from the concern that the moral harm
caused by LAWS is not attributable to anyone. In this chapter, I first analyze moral
responsibility and then proceed to the argument of responsibility gap. The
responsibility gap argument relies on the premise that no one has direct control over
the actions of LAWS, and the machine itself cannot be held responsible. Therefore,

there is a moral responsibility gap.

As a solution to the responsibility gap problem, I proposed that the responsibility is
not always assigned on the condition of the presence of direct control. To show that
direct control is not always required for moral responsibility assignments, [ have
presented vicarious responsibility, where an agent can be held responsible for an action
of another. Vicarious responsibility is an obscure concept because it aims to connect
an agent to another’s actions, even if there is no direct link or relation between these
two agents. To overcome the obscurity inherent in vicarious responsibility, I have used
a modified version of a formal definition of vicarious responsibility proposed by
Glavanicova & Pascucci (2022) and applied the definition to the case of LAWS.
Following this definition, I concluded that LAWS designers can be held morally
responsible for the moral harm caused by LAWS because of their unique moral
relation with their creation. At the end of the chapter, I have also discussed that the
moral responsibility of LAWS’ designers in a vicarious sense is aligned with other
solutions to the moral responsibility gaps: collective and distributed responsibility.
Therefore, the vicarious responsibility of designers of LAWS overcomes the problem

of the responsibility gap in the context of LAWS.
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APPENDICES

A. TURKISH SUMMARY / TURKCE OZET

Boliim 1: Giris

Oliimciil Otonom Silah Sistemleri (OSS), yapay zekanin askeri kullanimma iliskin etik
tartismalarda 6nemli bir ilgi gérmiistiir. Bununla birlikte, OSS’leri modern savasta
zaten yaygin olarak kullanilan uzaktan kumandali insansiz hava araglarindan ayirmak
gerekir. Insansiz hava araglari, benzer teknolojik dzelliklere sahip olsalar da 6liimciil
otonom silah sistemleri olarak kabul edilmezler. insansiz hava araglarinm otonom
olarak hedefleri secip saldirida bulunmazlar. Insansiz hava araglar1 saldir1 eylemleri
gerceklestirmek icin insan operatdrlere ihtiya¢ duymaktadir. Uzaktan kumandali
sistemler 'dongiiniin igerisinde insan' sistemleri olarak adlandirilabilinir ¢iinkii insan
operatorler Ozellikle oliimciil kararlarda 6nemli bir rol oynar. Buna karsin, OSS
oliimciil saldirinin baglatilmasinda insan yargisina olan ihtiyact ortadan kaldirir.
Dolayisiyla, OSS, eylemlerinin arkasinda dogrudan insan kontrolii olmadan
calisabilme kabiliyetleri bakimindan insansiz hava araglarindan farklidir.

Aktive edildikten sonra, OSS’lerin eylemleri artik bir insan operatdriin dogrudan
kontroliine veya denetimine bagli olmayacaktir. Uzaktan kumanda yoluyla bazi
islevleri yerine getirebilen mevcut sistemlerden farkli olarak yapay zeka, OSS’lerin
¢evresine uyum saglama, ¢cevresinden 6grenme ve insan miidahalesi olmadan hedefleri
tespit etme kabiliyetine sahip olmasin1 saglar.

Ote yandan, bu yetenekler dezavantajlar1 da beraberinde getirmektedir. Yapay zeka,
ozellikle de makine 6grenmesi, geleneksel programlama tekniklerinden farklidir.
Geleneksel programlamada girdi, programci tarafindan tanimlanan sabit bir algoritma
kullanilarak islenir. Boylece, hangi girdinin hangi ¢ikti ile sonug¢lanacagi programci
tarafindan bilinir. Buna karsilik, makine 6grenmesi ile donatilmis sistemlere c¢ok

miktarda veri saglanir ve sistem algoritmasini egitim verilerinden iiretir.
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Sistem algoritmay1 iirettigi igin, programeci girdiyi ciktiya doniistiirme prosediiriinii
tam olarak bilemeyebilir Bu seffaflik eksikligi, makine 6grenimi sistemlerinin
dogasinda var olan karmasiklik nedeniyle baz1 durumlarda sistemin ¢iktisini tahmin
etmenin zorlastig1 anlamina gelir.

Makine 6grenimi ile donatilmis yeni sistemlerin bu 6zelligi, yani 6ngoriilemeyen
davraniglari, OSS’lerin savasta kullanilmasma karst temel bir sorun olarak
algilanmaktadir. Bu nedenle aktivistler, STK'lar ve akademisyenler, OSS’lerin
uluslararas1 diizeyde yasaklanmasi c¢agrisinda bulunmaktadir. Bu sistemlerin
kullanilmasi hem etik dist hem de hukuka aykir1 oldugunu savunmaktadirlar.
OSS’lerin kullanilmas: ilgili ii¢ 6nemli sorun dikkat ¢ekmektedir: ayrim ilkesi,
orantililik ilkesi ve sorumluluktaki bosluk. Bu nedenle, bu tezde, OSS’lerin
kullaniminin olusturacagi etik sorunlar1 analiz edecegim. Bu sistemlerin Uluslararasi
Insancil Hukuk ve hakli savas teorisi ilkelerine uygunluguna iliskin &n
degerlendirmelerin ardindan, asil tezin sorusu olan sorumluluk boslugu sorununa yer
verilmistir. Ahlaki sorumluluk 6nemli bir faktordiir c¢linki makine 6lim kalim
kararlar1 verecekse, bu kararlarin sonug¢larindan kimin sorumlu olacagi 6nem kazanir.
Boliim 2: Oliimciil Otonom Silah Sistemleri(OSS) Nedir?

Bu béliimde, OSS’lerde otonomi kavramini anlamak i¢in kullanilan ¢esitli tanimlari
ve cerceveleri analiz edecegim. Bu analiz, ABD Savunma Bakanligi (DoD) ve
Uluslararas1 Kizil Ha¢ Komitesi (ICRC) tarafindan saglanan ve siklikla atifta
bulunulan OSS tanimlarin1 igermektedir. Bu tanimlara ek olarak, bu boliim otonom
silah sistemlerini insan miidahalesi ¢esitlerine gore smiflandiran ve yaygin olarak
kullanilan dongii ¢erg¢evesini de incelemektedir: dongii i¢inde insan, dongii lizerinde
insan ve dongli disinda insan. Tez, Ozellikle karar verme prosediiriiniin tamamen
sistemin algoritmasina devredildigi dongii-diginda-insan kategorisindeki sistemlere
odaklanmaktadir.

ABD Savunma Bakanlig1 (DoD) 2012 tarihli Direktifinde (2023’te gilincellenmistir)
otonom silah sistemini “bir kez etkinlestirildiginde, bir operatoriin daha fazla
miidahalesi olmaksizin hedefleri se¢ebilen ve bunlara saldirabilen bir silah sistemi”
olarak tamimlamaktadir (2023, s. 21). DoD’ye gore, bir insan operatoriin
miidahalesinden bagimsizlik, bu sistemlerin tanimlanmasinda ¢ok Onemli bir rol
oynamaktadir. DoD’nin tanimu literatiirde en ¢ok 6ne ¢ikan tanimlardan biri olmakla

birlikte, bu sistemlerin ne oldugu tartisgithrken kafa karistirict da olabilir. Insan
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operatdrlerden bagimsizlik, 6liimciil otonom silah sistemlerinin ¢ok Onemli bir
pargasidir. Ancak bu sistemleri sadece operatorlerden bagimsiz olarak hareket
edebilen sistemler olarak tanimlamak yeterli degildir. Bu tanim ilk bakista aciklayici
goriinmekle birlikte, hedef se¢me ve hedefe angaje olma eylemlerinin neleri
kapsadigini agiklamakta yetersiz kalmaktadir. Baska bir deyisle, OSS’lerin insan
operatorler olmadan ne yaptig1 agik degildir.

Yaygin olarak atifta bulunulan bir diger OSS tanim1 Uluslararas1 Kizil Ha¢ Komitesi
(ICRC) tarafindan yapilmistir. ICRC, OSS’leri “kritik islevlerinde otonomiye sahip
herhangi bir silah sistemi. Yani, insan miidahalesi olmadan hedefleri se¢ebilen (arama
veya tespit etme, tanimlama, izleme, se¢gme) ve saldirabilen (yani, hedeflere kars1 gii¢
kullanma, etkisiz hale getirme, hasar verme veya yok etme) bir silah sistemi” olarak
tanimlamaktadir (ICRC, 2016, s. 1). Bu iki tanim birbirini tamamlar niteliktedir, zira
her ikisi de OSS’lerin insan operatdriiniin miidahalesinden bagimsiz olma 6zelligini
vurgulamaktadir. Ayrica ICRC, bu sistemler tarafindan yerine getirilen gorevleri
detaylandirarak DoD'nin tanimindaki boslugu da doldurmaktadir.

2.1. Dongii Cercevesi

OSS’leri tanimlarken kullanilan en yaygin yontem, dongii lizerinden bu sistemleri
kategorize etmektir. Bu dongili gercevesine gore li¢ tlir otonom silah sisteminden
bahsetmek miimkiindiir. Bu sistemler su sekildedir: (i) Insan-déngiiniin-i¢inde; (ii)
insan-dongiiniin-tizerinde; (iii) insan-dongiiniin-disinda.

Birincisi, silah sisteminin hedefleme dongiisiinii yalnizca operatoriin aktif olarak
angaje edilecek hedefleri se¢mesi durumunda gerceklestirebilecegini belirten dongiide
insan. Dongli i¢inde insan silah sistemleri yari-otonom silah sistemleri olarak da
bilinir. Operator hedef se¢imi karar1 iizerindeki kontroliinii siirdiiriir. Bu kategoriye
giren silah sistemlerine Ornek olarak atesle-ve-unut mithimmatlar1 verilebilinir.
Atesle-ve-unut sistemler operatoriin sectigi hedefi vurma ihtimali artiracak, ya da
hareket halinde olan hedefi vurmaya yardime1 olacak araglarla donatilmiglardir.
Ikincisi, insan denetimli veya operator denetimli otonom silah sistemleri olarak da
adlandirilan dongii iizerinde insan sistemleridir. Bu tiir sistemlerde operatdriin rolii
sistemin faaliyetini izlemektir. Ancak operatdr miidahale etmezse, sistem dongiideki
gorevleri bagimsiz olarak kendi basma yerine getirecektir. Dongiide insan bulunan
silah sistemlerine bir &rnek, Israil Havacilik ve Uzay Sanayii (IAI) tarafindan

gelistirilen Harpy'dir. Harpy, firlatildiktan sonra, diigman radarlarini aramak igin
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onceden tanimlanmis bir alanda dolasir. Tespit edildiginde radarlar1 vurur ve imha
eder.

Son olarak ise dongiiniin-diginda-insan silah sistemleridir. Bu tiir bir sistem OSS’lerin
genel imajin1 en ¢ok yansitan sistemdir. Bu tiir sistemler dongii icinde insan
sistemlerinde oldugu gibi herhangi bir kontrol ya da dongii {lizerinde insan
sistemlerinde oldugu gibi bir operatoriin denetimi olmaksizin bagimsiz olarak hareket
eder. Bu tiir sistemler operatoriin miidahale etme veya operasyonu durdurma yetenegi
olmadan hedefleri vurabilen sistemlerdir. Onemli bir drnek Giiney Koreli DODAAM
sirketi tarafindan gelistirilen Super aEgis II adl1 robotik ndbetci sistemidir. Otonom
modda Super aEgis II, potansiyel bir hedefin 1sisin1 ve hareketini tespit etmek igin
termal sensdrler ve kameralar kullanir ve bu girdi verilerine dayanarak insan kontrolii
veya denetimi olmadan hedefleme kararlar1 verebilir.

Boliim 3: OSS’leri ¢evreleyen etik sorunlar

Hakli savas teorisi, ne zaman savasa girilecegine (jus ad bellum) ve savasta etik olarak
kabul edilebilir davraniglara (jus in bello) iliskin kriterler saglayan etik ¢ercevedir. Alti
kriterin karsilanmas1 halinde savasa girmek hakli goriilebilir: “hakli sebep, orantililik,
gereklilik, son care, dogru otorite ve makul basar1 olasilig1” (Leveringhaus, 2016, s.
12). Ote yandan, savasta etik davranis ii¢ kriterden olusmaktadir: “ayrim, araglarin
orantililig1 ve gereklilik” (Leveringhaus, 2016, s. 12). Jus in bello ilkeleri OSS’ler
izerinde olan tartigma ile daha ilgilidir, ¢linkii jus ad bellum savaga girmenin hakl
olup olmadig1 gibi sorularla ilgilidir. Jus in bello ise kimin mesru hedef oldugu, savasta
hangi araglarin mesru araglar oldugu vb. sorularla ilgilidir. Dolayisiyla, etik tartigma
daha ¢ok OSS’lerin jus in bello ilkelerine uyup uyamayacagina odaklanmaktadir.

Jus in bello ve Uluslararas1 insancil Hukuk(UIH) un iki temel ilkesi, OSS’ler ile en
ilgili ilkeler olarak kabul edilmektedir: ayrim ilkesi ve orantililik ilkesi. Ayirt etme
ilkesi, catismanin taraflarmi “sivil halk ile savascilar arasinda ve sivil nesneler ile
askeri hedefler arasinda ayrim yapmaya ve ... operasyonlarini yalnizca askeri hedeflere
yoneltmeye” yasal olarak zorlar (ICRC, AP I, Md. 48).

Oliimciil otonom silah sistemlerini elestirenler, bu sistemlerin ayrim ilkesine uyma
konusunda yetersiz olma ihtimalinin yiiksek oldugunu iddia etmektedir. Sparrow'a
gore bu sistemler savasanlari sivillerden ayirt edemez ciinkii bu sistemlerin eylemleri
ongoriilemezdir (2007). Benzer sekilde Asaro, insan zekasiyla karsilastirildiginda,

OSS’lerin “en iyi ihtimalle 6grenme ve adaptasyon icin yalnizca son derece sinirli
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yeteneklere sahip olacagini, savasin sisi ile basa ¢ikabilecek sistemler tasarlamanin zor
ya da imkansiz olacagini” savunmaktadir (2012, s. 692). Asaro (2012) ayrica savas
alaninin karmasikliginin, 6zellikle bu makinelerin ayrim ilkesine uyma kabiliyeti
acisindan, askeri robotik¢ilerin beklentilerini agtigin1 iddia etmektedir. Bilgisayar
bilimcisi Noel Sharkey, ayrim ilkesi i¢in gerekli olan {i¢ hususu vurgulayarak bu
diisiinceye katilmaktadir. Ilk olarak, bu sistemlerin askerleri sivillerden ayirmak igin
yeterli “duyusal veya gorsel isleme sistemlerinden” yoksun oldugunu iddia etmektedir
(Sharkey, 2017, s. 179). Ikinci olarak, sivilin net bir tanimmin olmamas, sivilleri ayirt
edecek bir program kodlama girisimi i¢in bash basma bir zorluktur ¢iinkii siviller
UIH’a gore “mubharip olmayan kisi” olarak tanimlanmaktadir (Sharkey, 2017, s. 179;
Sharkey, 2012, s. 789). Son olarak, Sharkey, ayrim ilkesine uyulmasini saglamak i¢in
insana Ozgii yargi yeteneginin gerekli oldugunu, ¢iinkii gérme isleminin ayrim
kararlar1 vermek i¢in yetersiz oldugunu savunmaktadir. Yani, duyusal teknolojiler ileri
bir seviyeye ulagsa bile, makineler yine de “ayrimecilik kararlarina yardimci olacak
savas alan1 farkindaligia veya sagduyulu muhakemeye” sahip olmayacaktir (Sharkey,
2017, s. 179).

Bu iddialarin1 degerlendirmek i¢in, bir bireyin muharip veya muharip olmayan olarak
siiflandirilmasin1 belirleyen kosullar1 ve savasta bu statiilerin nasil atandigim
incelemek faydali olacaktir. Bir kisinin muharip mi yoksa sivil mi oldugunu
belirlerken, tliniforma giymek genellikle ilk kosullardan biri olarak kabul edilir.
Uniformalar bireylerin silahli bir giiciin iiyeleri olarak tanimlanmasina yardimet olur.
Ancak bazi durumlarda iiniforma giyen kisiler bile “hors de combat” olarak kabul
edilir, yani artik mesru hedef degildirler. Yaralar1 veya hastaliklar1 nedeniyle
catismalara katilmaya devam edemeyecek durumda olan veya teslim olma niyetini
acikca ifade eden savasgilar mesru askeri hedefler olarak hedef alinamazlar. Teslim
olma niyetini tespit etmek daha da onemli bir zorluk teskil eder, ¢linkii bir askerin
teslim olma niyetini agikca ifade edebilecegi yollar, beyaz bayrak gostermek, sozlii
iletisim, her iki kolunu kaldirmak veya silahlar1 yere birakmak gibi 6nemli 6lcilide
farklilik gosterebilir. Sonug olarak, bu tiir durumlarda, bir kisinin belirli bir {iniforma
giyip giymedigini tespit eden duyu ve goriis isleme sistemleri bile o hedeflere
saldirmak icin yeterli olmayacaktir. Sistem ayrica {iniforma giyen kisinin hastalik,
yaralanma ya da teslim olma niyeti nedeniyle savas dis1 statiisiinde olup olmadigini da

tespit etmelidir.
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Uniforma giyen muhariplerin belirlenmesiyle ilgili bir bagka sorun da modern savasin
dogasidir. Gliniimiizde silahli ¢atismalarin degisen dogast goz Oniine alindiginda,
iiniforma giyme kriteri sadece baz1 durumlarda yeterli olabilir. Ornegin, bir devletin
bir milisle silahli ¢atismaya girdigi uluslararasi olmayan ¢atigmalarda, isyanci gruplar
ayirt edici bir liniforma giymeyebileceginden, muharipler ile siviller arasinda ayrim
yapmak 6zellikle zorlagir. Tiifek gibi bir silah tasimanin o kisiyi tanimlamak ve hedef
almak igin yeterli olacag: iddia edilebilir. Ornegin, duyu sistemleri askeri hedefleri
se¢mek icin tiifekleri veya askeri techizati tespit edebilir. Ancak uluslararasi silahli
catismalarda karsilasilan zorluklar bu durumlarda da gegerlidir; yani sistem tiifek
tastyan kisinin yarali, bilingsiz ya da teslim olmus olup olmadigini, dolayisiyla savasa
aktif olarak katilmadigmi da tespit etmelidir. Ayrica, makine Oliilerini gdomen
isyancilar1 veya tiifek tasimaya zorlanan c¢ocuklar1 da tanimalidir. Bu hususlar goz
oniine alindiginda, ayrim ilkesine uyum iki yonlii bir zorluk teskil etmektedir. Ilk
olarak, bir kisinin diisman askeri mi yoksa savag¢1 olmayan biri mi oldugunun tespit
edilmesini gerektirir. Dahasi, eger asker oldugu tespit edilirse, hedefin savas dis1 (hors
de combat) statiisline sahip olup olmadig1 da tespit edilmelidir. OSS’leri elestirenlere
gore bu zorluklarin algoritmalarla asilmasi miimkiin degildir.

Benzer sekilde, elestirmenler OSS’lerin jus in bello’nun orantililik ilkesine uymakta
yetersiz kalacagini iddia etmektedir. Orantililik ilkesi, “Ongoriilen somut ve dogrudan
askeri avantaja kiyasla asir1 olacak sekilde, sivil can kaybina, sivillerin yaralanmasina,
sivil nesnelerin zarar gormesine veya bunlarin bir kombinasyonuna neden olmasi
beklenebilecek™ saldirilari yasaklar (ICRC, AP I, Md. 51). Dolayisiyla, sivillerin veya
sivil nesnelerin kasitli olarak hedef alinmasi mesru degildir. Ancak, askeri hedeflere
saldirirken belli Ol¢iilerde sivil kayiplardan kaginilamiyorsa, askeri hedeflere yonelik
kasith saldirilarin ikincil hasar1 veya yan etkileri olarak bu saldirilar mesru kabul
edilirler. Orantililik ilkesi, bir catismanin taraflarina, elde edilecek askeri avantajin bir
yan etkisi olarak asir1 ikincil hasara neden olmamalarin1 emreder. Sharkey (2017) iki
tiir orantililik oldugunu savunmaktadir: kolay ve zor orantililik. Ona gore, OSS’ler
yalnizca kolay orantililik ile bas edebilirler; yani makineler en uygun silah1 veya
mithimmati segerek ve uygun sekilde yonlendirerek ikincil zarar1 azaltmaya yardimei
olabilir. Ornegin, hassas giidiimlii mithimmatlar, yerlesik sensorleri ile daha dogru
hedefleme saglayarak ayrim gozetmeyen ve orantisiz saldirilari azaltmistir. Benzer bir

sekilde, OSS’ler, farkli saldir1 segenekleri arasindan askeri avantaji korurken ikincil
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hasar1 gorece azaltan en uygun mithimmat1 segerek orantisiz saldirilar1 azaltmaya
yardimct olabilir. Ancak Sharkey, makinelerin zor orantililik kararlari
veremeyecegini, yani elde edilecek askeri avantaj i¢in en basta 6liimciil gii¢ uygulanip
uygulanmayacagina makinalarin karar veremeyecegini iddia eder (2017).
Dolayisiyla, savas alaninda OSS kullanarak amaglanan bir saldirinin ikincil zararini
en aza indirerek kolay orantililik miimkiin olabilir. Ancak, karmasik bir orantililik
durumunda Oliimciil giic uygulama kararin1 makinelerin hesaplamasi zor olmaya
devam edecektir. Hesaplayamazlar ¢linkii orantililik, potansiyel cagrisimlarinin aksine
sadece sayisal bir hesaplama degildir. Ornegin, yiiksek riitbeli bir diisman lideri i¢in
ka¢ cocugun feda edilebilecegi bir zor orantililik sorunudur. Bir makine miimkiin olan
en az sayida ikincil hasarla en dogru saldir tiiriinii hesaplayabilir. Ancak, ilk etapta
istenen hedefe herhangi bir 6liimciil gii¢ uygulanip uygulanmayacagini hesaplayamaz.
Bu hususlar goz oniinde bulunduruldugunda, elestirmenler OSS’lerin ne muharipleri
muharip olmayanlardan ayirabilecegini ne de somut askeri avantaj agisindan ne kadar
ikincil zarari kabul edilebilir oldugunu hesaplayabileceklerini savunmaktadir. Sonug
olarak, bu sistemlerin “arkalarinda bir y1gin masum kurban” birakabileceklerini
belirtirler (Birnbacher, 2016, s. 118).

OSS karsitlar tarafindan dile getirilen bu kaygilar, OSS’lerin beklenmedik kosullar,
diisman davranisi, hava kosullarindaki degisiklikler gibi islenmesi gereken ¢ok sayida
girdinin bulundugu diizensiz ve karmasik ortamlarda nasil ¢alisacagmin
ongoriilememesinden kaynaklanmaktadir. Bu oOngoériilemezlik 6zelligi, OSS’lerin
ayrim ve orantililik ilkelerine uygunluguna iliskin elestirileri de beraberinde
getirmistir.

3.1. insan’dan daha insan: OSS’lerin avantajlar

Ote yandan savunucular, askerler ve mevcut askeri teknolojilerin de savas alaninda
ongoriilemezlikten mustarip oldugundan, OSS’lerin 6ngoriilemezliginin bu silah
sistemlerini yasaklamak icin mesru bir neden olamayacagini iddia etmektedir.
Aslinda, OSS’lerin savastaki ongdriilemezligi azaltacagin1 ve buna bagl olarak savas
suglarinin, ikincil hasarlarin  ve sivil kayiplarin  sayisini  azaltabilecegini
savunmaktadirlar.

Askeri robotik alaninda calisan 6nde gelen bir robotik¢i ve roboetik¢i olan Ronald
Arkin’e gore bu makinelerin insanlara kiyasla daha etik olacaklardir. ilk olarak,

makineler kendilerini korumakla ilgilenmezler ve gerektiginde kendilerini kurban
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edebilirler. Ikinci olarak, sensorleri insanlarm su anda sahip oldugundan daha hassas
gbzlem yetenegi saglamaktadir. Makinenin duyusal yetenekleriyle baglantili olarak,
OSS’ler dliimciil eylemde bulunmadan 6nce ¢esitli kaynaklardan gelen daha fazla
bilgiyi hizla igleyebilir ve bir insanin ger¢ek zamanli olarak yapabileceklerinden daha
iyi performans sergileyebilir. Ugiincii olarak, OSS, kararlarmm etkileyebilecek 6fke ve
intikam gibi duygular1 olmadan programlanabilir. Son olarak, LAWS sadece insan
askerlerden daha etik davranma potansiyeline sahip olmakla kalmaz, ayn1 zamanda
savag alanindaki etik davraniglar1 bagimsiz ve objektif olarak izleme ve ihlalleri rapor
etme kabiliyetine de sahip olabilir, Arkin’e gore, “sadece bu 6zellik bile muhtemelen
insanlarin etik ihlallerinde bir azalmaya yol agabilir” (2009, s. 29-30).

3.2. Ongoriilemezlik

Ongoriilebilirlik, bir makinenin eylemlerinin ne kadar tahmin edilebilecegi anlamina
gelir. Holland Michel (2020), otonom sistemlerde ongoriilebilirligin iki farkli yoni
oldugunu savunmaktadir: “teknik” ve “operasyonel ongoriilebilirlik” (2020, s. 5).
Teknik Ongoriilebilirlik makinenin 6zelligidir. Yani, sistemlerde kullanilan belirli
programlama tekniklerine baglidir. Ote yandan, operasyonel éngériilebilirlik, otonom
sistemlerin faaliyet gosterecegi ortamin ve durumlarin karmasikligina atifta bulunur.
Teknik ongoriilebilirlik, belirli bir gérevi otomatiklestirme teknikleri gibi sistemin
teknolojik yeteneklerine dayanir. Ornegin, kural tabanli algoritmalar, cevresel
degisikliklere uyum saglayan makine 6grenimi algoritmalarindan daha 6ngoriilebilir
olabilir.

Sistem makine Ogrenimi algoritmalarmi kullandiginda ortaya ¢ikan onemli bir
problem vardir: agiklanabilirlik. A¢iklanabilirlik, bu sistemlerin eylemlerinin altinda
yatan mantigin anlasilmasindaki zorluk nedeniyle otonom sistemlerin kullanilmasinda
bir risk olusturmaktadir. Basit bir ifadeyle agiklanabilirlik, bir sistemin neden belirli
bir karar verdiginin veya neden belirli bir sekilde hareket ettiginin anlasilamamasi
sorunudur. Bu sorun genellikle kara kutu sorunu olarak adlandirilir. Bu, insanlarin
kararlardan tamamen habersiz oldugu anlamina gelmemektedir. Ornegin, yiiz
tanimada, programcilar sistemin yiizleri tanimay1 6grendigini bilirler. Program iyi
calisiyor ve ylzleri giivenilir bir sekilde taniyor olsa da, bu Ongoriilebilir oldugu
anlamina gelmez. Kara kutu vakalarinda, programcilar sistemin ytizleri nasil tanidigini
ve programin yiiz tanimak i¢in hangi parametreleri veya Ozellikleri kullandigini

bilmezler. Bu durumda, yiiz tanima sonucunun arkasindaki siire¢ agiklanabilir
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degildir. Nihayetinde bu sorun Ongoriilemezlige neden olur c¢ilinkii kararlarinin
ardindaki sitire¢ hakkinda bilgi olmadan makinenin gelecekteki senaryolarda nasil
davranacagini tahmin etmek artitk miimkiin degildir. Ancak bu hususlar, otonom
sistemlerde sistemin teknolojik Ozelliklerine bagl olan bir tiir 6ngoriilemezlikle
ilgilidir.

Teknolojik Ongoriilemezlikten bagimsiz olarak, her tiir otonom silah sistemi bir
dereceye kadar “operasyonel ongoriilemezlik™ ortaya ¢ikarir (Holland Michel, 2020,
s. 5). Operasyonel dngoriilemezlik, operasyonel ortamin sorunudur. Ornegin, otonom
silah sistemleri ¢ok sayida girdinin bulundugu karmasik ve dinamik ortamlarda
calismak zorunda kalacaktir. Dost-diigman davranislari, diger askeri robotlar, cografi
varyasyonlar, hava kosullar1 ve bunlarin kombinasyonlar1 gibi ¢ok ¢esitli girdiler goz
Online alindiginda, makinenin tiim bu degiskenlerle nasil etkilesime girecegini
ongormek veya tahmin etmek ve makineyi tiim kosullar i¢in 6nceden programlamak
miimkiin olmadigindan, OSS’ler operasyonel anlamda dogas1 geregi 6ngdriilemezdir.
Dolayisiyla, operasyonel anlamda 6ngoriilemezlik, hem kural tabanli hem de makine
ogrenmesi kullanan sistemler i¢in kolayca listesinden gelinemeyecek bir sorundur
clinkii agiklanabilir yapay zeka’ya ulasilsa bile, yani sistemin belirli bir karar1 nasil
verdigini veya belirli bir sekilde nasil hareket ettigini agiklamak miimkiin olsa bile,
otonom bir sistemin operasyonlar1 sirasinda karsilasabilecegi tiim potansiyel
durumlar1 tahmin etmenin zorlugu nedeniyle operasyonel ongoriilemezlik devam
etmektedir.

Boliim 4: Ahlaki Sorumluluk

Her ne kadar OSS’leri savunanlar hali hazirda savasta insanlarin da Oongoriillemez
hareketler sergiledigini belirtip dngoriilemezligin OSS’leri yasaklamak i¢in yeterli bir
sebep olmadigini belirtse de insanlarin Ongorillemezligini otonom makinelerin
ongoriilemezliginden ayiran dénemli bir faktor vardir. Insanlar sug islediklerinde bu
sucun sonuclarma maruz kalirlar, yani suglarinin sorumlulugunu tasirlar. Otonom
silahlar s6z konusu oldugunda, sorumlulugun nerede oldugunu belirlemek zor olabilir
ve hatta “sorumluluk bosluklarina” yol agabilir (Matthias, 2004, s. 177). Yani, bir
makine tarafindan gergeklestirilen ahlaki olarak zararli eylemde birilerine sorumluluk
atamak zorlagsmakta hatta imkansizlagsmaktadir. Sorumlulugun hem jus in bello hem
de UIH igin temel varsayim oldugu disiiniildiigiinde, OSS’lerin eylemlerinde

sorumluluk atamasi 6nemli hale gelmektedir.
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4.1. Ahlaki sorumluluk ve OSS

OSS baglaminda, bu sistemlerin eylemlerinin arkasindaki aktorler ii¢ katmana
ayrilabilir. Ik katmanda, eylemlerin gergeklestirilmesinde dogrudan rol oynayan
makinenin kendisi yer almaktadir. ikinci katmanda makinenin kullanicilar1 vardir. Bu,
makineyi kullanmak i¢in belirli niyetlerle karar veren bir insan komutan olabilir. Son
olarak, iiciincii katman makinenin tasarimcilaridir. Tasarimcilarin niyetleri makinenin
tasarimina, gelistirilmesine ve programlanmasinda goriilebilinir. Bu ii¢ katman
OSS’lerin  eylemleri i¢in potansiyel ahlaki sorumluluk konumlar1 olarak
tanimlanabilir. Bu ii¢ katmana gore, robotun kendisi, robotu aktive eden komutan, ve
tasarimcilar tizerinden ahlaki sorumluluk argiimani incelenebilir.

Ik olarak robot’un kendi hareketlerinden sorumlu olup olamayacagina bakabiliriz.
Genel olarak ahlaki sorumluluk insana 6zgii olan 6zelliklere, 6rnegin biling, sahip
olmay1 gerektirir,. Sparrow’a gore de ahlaki sorumluluk aci ¢gekme 6zelligini gerektirir
ciinkii ahlaki sorumluluk cezalandirilabilirligi gerektirir ve birini cezalandirmak da o
kisinin ac1 ¢ekebildigini gosterir. Sparrow’a gore makinalar ac1 ¢ekemedigi i¢in
hareketlerinin sonucunda cezalandirilamazlar. Bu nedenle de makinalar kendi
hareketlerinden sorumlu tutulamazlar.

Komutanlar ve tasarimcilarda OSS’lerin eylemlerinden 6tiiri sorumlu tutulamazlar
clinkii bu makinalar ne komutanlarmin ne de tasarimcilarinin tahmin edemeyecegi
hareketlerde bulunacaklardir. Onceki boliimlerde tartisildign iizere, bir makineyi
karmagik gorevler i¢in programlamak belirsizligi beraberinde getirir, ¢linkii makine
tasarimcilart ya da kullanicilart tarafindan Ongoriilmeyen veya amaglanmayan
davraniglar sergileyebilir. Makina 6grenmesi kullanildiginda bu belirsizlik daha da
artar ciinkii makine cevresinden Ogrenir ve cevresine uyum saglar. Bu nedenle,
tasarimcilart ve komutanlar1 kontrol edemedikleri eylemlerden sorumlu tutmak
haksizlik olacaktir.

4.2. Vekaleten Sorumluluk

Ahlaki sorumluluk genellikle fail ile eylem arasinda dogrudan bir iligki gerektirir, yani
fail ile eylem arasinda hem zaman hem de mekan agisindan asgari bir mesafe vardir.
Ancak, bircok durumda, fail ile eylem arasinda dogrudan bir baglant1 olmayabilir. Bu
ahlaki sorumluluk anlayisi, bir failin bagka bir varligin eylemleri veya davraniglar i¢in
sorumluluk tasidig1 dolayli sorumluluktur. Bu baska bir varlik baska bir insan, insan

olmayan bir hayvan, bir kolektif veya bir robot olabilir. Dolayl1 sorumluluk, iki varlik
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arasinda, Goetze’nin “ahlaki dolaniklik” olarak adlandirdigi 6zel bir iliski tiirii
nedeniyle ortaya cikar (2021, s. 220).

Tasarimcilar otonom bir sistemin eylemlerini etkiler. Tasarimcilarin niyetleri, bir
anlamda, OSS’lerde mevcuttur. Ornegin Goetze, tasarimcilarin niyetlerinin “[makine
O0grenme sisteminin] egitimi basartyla tamamlandiginda,... egitim veri setinin
secilmesi, 0diil fonksiyonunun olusturulmasi, hiperparametrelerin ayarlanmasi vb.”
iizerindeki kontrollerinde belirgin hale geldigini iddia etmektedir (2022, s. 9).
Yazilima ek olarak, tasarimcilarin mithimmat tiirii (bomba, mermi, vb.) gibi donanim
secimleri de tasarimcinin failliginin makine ve eylemleriyle ahlaki olarak i¢ ice
gegmesine katkida bulunur. Bu se¢imlere ek olarak, otonom sistem tasarimcilariin bu
makinelerin ortaya c¢ikaracagi zararli davranislari ele almalar1 ve diizeltmek i¢in
adimlar atmalar1 gerekmektedir. Bu gibi nedenler nedeniyle tasarimci ve sistem
arasinda ahlaki bir dolaniklik olusur.

Vekaleten sorumluluk kendi i¢inde bulanik bir sorumluluk durumudur. Ancak formel
bir tanim yoluyla vekaleten sorumlulugu daha anlasilabilir kilabiliriz. Bu amacla, OSS
baglaminda, agagidaki tanim1 kullanarak tasarimcilarin nasil OSS’lerin eylemlerinden
sorumlu olabileceklerini agiklayabiliriz.

Bu agiklama i¢in varsayimsal bir vakay1 ele alalim. Teslim olan bir askeri (gayrimesru
bir hedef) dldiiren OSS vakasinda,

-(1) ‘teslim olan asker Ooldiiriilir’, ‘bazi1 hedefler o6ldiiriiliir veya higbir hedef
oldiiriilmez’ kiimesinde ahlaki olarak zararli bir sonugtur;

-(i1) OSS nedensel olarak ‘teslim olan askerin oldiiriilmesine’ katkida bulunur;

-(iii) Tasarime1 goniillii olarak OSS ile bir ‘tasarim’ iliskisi i¢erisindedir;

-(iv) ‘baz1 hedefler oldiiriilir veya hicbir hedef Oldiiriilmez’ kiimesi ‘tasarim’
iligkisinin kapsamina girer

Oyleyse, tasarimct ‘teslim olan askerin dldiiriilmesinden’ dolayli olarak sorumludur.
Bu durumda, (i) teslim olan askerin o6ldiiriilmesinin OSS’nin neden olabilecegi
potansiyel sonuglar kiimesinde oldugu anlamina gelir, yani bu sonu¢ ‘bir hedef
oldiriiliir veya higbir hedef 6ldiiriilmez’ genel kiimesi igerisindedir. (ii) OSS’nin olaya
nedensel katkisini ifade eder. (iii) 6zellikle 6nemlidir, ¢linkii yukarida tartisildigi gibi,
tasarimcinin tasarim asamasinda sistemin yazilimi ve donanimi tizerindeki niyetleri ve
secimleri, OSS’nin savasta nasil calisacagini tamamen belirlemese de etkiler. Bu ayni

zamanda tasarimcinin OSS’leri {ireten sirkete katilimindaki niyetlerini de igerir. (iv)
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icin, ahlaki acidan ilgili iliski, tasarimeci ile OSS arasindaki ‘tasarlama’ iliskisidir. OSS
iiretiminin genel amaci hedefleri vurmaktir ve bu da OSS’nin ¢aligmasi sirasinda bazi
hedefleri vuracagini belirtir. Tasarimcinin ne belirli bir sonug ilizerinde dogrudan
kontrolii vardir ne de OSS’nin hangi tekil hedefe angaje olacaginin farkinda degildir.
Ancak, tasarimcinin ahlaki boyuttaki tasarim iligkisi nedeniyle s6z konusu sonug
izerinde ahlaki anlamda hala kontrolii bulunmaktadir.

Sonug olarak, bu hususlar tasarimcilarin OSS’nin eylemlerinden ahlaki olarak sorumlu
tutulabilecegi yollar1 gdstermektedir. Bu durum, bazi faillerin OSS’nin eylemleri
iizerinde dolayl da olsa kontrol sahibi oldugu onermesini kanitlayarak sorumluluk
boslugu argiimanmi ¢iiriitmektedir. Dolayistyla sorumluluk boslugunun iistesinden
gelinebilir.

5. Sonug

Bu tezde, sorumluluk boslugu sorununa bir ¢6ziim olarak, sorumlulugun her zaman
direk kontroliin varlig1 kosuluna bagli olarak atanmadigini 6ne siiriiliiyor. Ahlaki
sorumluluk atamalar1 i¢in dogrudan kontroliin her zaman gerekli olmadigini
gostermek icin, bir failin bir bagkasiin eyleminden sorumlu tutulabilecegini gosteren
vekaleten sorumluluk kavramimi One siirdiim. Vekaleten sorumluluk belirsiz bir
kavramdir ¢linkii bu iki fail arasinda dogrudan bir baglant1 veya iliski olmasa bile bir
faili digerinin eylemlerine baglamay1 amaclar. Vekaleten sorumlulugun dogasinda var
olan belirsizligin iistesinden gelmek i¢in Glavanicova & Pascucci (2022) tarafindan
onerilen formel bir vekaleten sorumluluk taniminin degistirilmis bir versiyonunu
kullandim ve bu tanimi OSS vakasina uyguladim. Bu tanimi izleyerek, OSS
tasarimcilarinin, yarattiklari tasarim ile olan ahlaki iliskileri nedeniyle OSS’nin neden
oldugu sonuclardan ahlaki olarak sorumlu tutulabilecekleri sonucuna vardim.
Dolayisiyla, OSS tasarimcilarinin dolayli sorumlulugu, OSS baglaminda sorumluluk

boslugu sorununun tiistesinden gelmektedir.
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